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ABSTRACT. There is a huge information stockpile available on the internet. But the available information 

still throws a stiff challenge to users while selecting the needed information. Such an issue can be solved 

by applying information filtering for locating the required information through a Recommender System. 

While using a RS, the users find it easy to curate and collect relevant information out of massive databanks. 

Though various types of RS are currently available, yet the RS developed by Collaborative Filtering 

techniques has proven to be the most suitable for many problems. Among the various Recommended 

Systems available, movie recommendation system is the most widely used one.  In this system, the 

recommendations will be made based on the similarities in the characteristics as exhibited by users / items. 

The movie recommendation system contains a huge list of user objects and item objects. This paper 

combines Collaborative Filtering Technique with association rules mining for better compatibility and 

assurance while delivering better recommendations. Hence, in the process, the produced recommendations 

can be considered as strong recommendations. The hybridization involving both collaborative filtering and 

association rules mining can provide strong, high-quality recommendations, even when enough data is 

unavailable. This article combines various recommendations for creating a movie recommendation system 

by using common filtering techniques and data mining techniques. 
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Introduction 

Recommendation systems represent information filtering systems having the inherent capabilities in 

making effective recommendation of entities/items to users by creating highly smart agent systems (Shridhar 

& Parmar, 2017). Additionally, the user may receive a wide array of recommended areas like a movie, book, 

and news (Shridhar & Parmar, 2017; Linden, Smith, & York, 2003). Assuming a set of users as , 

while represent a movie list, it entitles each user to receive a unique set of 

recommendation in the form of n-dimensional vector having ordered pairs as follows: 

 

Wherein, for a single user i.e. u, Su (mj) is considered as an estimate rating function for movie mj, while mj
 
 

  M
 
stands for the relative value of a movie in the movie set i.e. M in case of that specific user (Ting, Liaw, 

Wang, & Hong, 2017; Xu, Karaleise, & Li, 2014). In a typical RS with a p x q matrix  includes 

su
k (mj) as representing user uk’s interest level in relation to a specific movie (mj) (Wang, Ma, Liao, & Du, 2017; 

Hence, in a recommender engine, the is mapped as per a specific user profile, after 

which the respective users manage the mapping task on the movie list (Wang et al., 2017). In general, the 

recommendation system can be defined as follows: 

 

Wherein, user profiles set (UP) represents its subset as up that predicts the preference value of movie mj  is 

represented by su
k  (Zuo, Gong, Zeng, Ma, & Jiao, 2015; Koupaei & Khayyambashi, 2015). A typical system 
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usually represents TOP-N recommendations (Lee, Kim, & Rhee, 2013). Figure 1 provides a specimen of a User-

Item rating matrix represented on a 1 – 5 scale.  

 
Figure 1. An example user-movie matrix. 

Such a matrix shows an entry specifically relevant to user u1, while designating item m1 as 3, effectively 

meaning a rating of 3 given by user u1 to item m1 (Liangxing & Aihua, 2010). Similarly, when an entry related 

to u1 to m2 is assigned 0, which, in other words, indicates lack of interest by user u1 towards item m2. 

The goal of the recommender system's early phases is to identify the most suitable ratings for the things 

yet to be seen (Banati & Mehta, 2010). The best approach to do this is to anticipate the rating values for new 

goods that have yet to be viewed by the target users. The prediction algorithm can generate a list of likely 

items sorted by predicted ratings in descending order. The referral system's next phase is to give better-

executed suggestions to users (Salter & Antonopoulos, 2006). Figure 2 depicts the movie recommendation 

engine at a high-level approach, representing couple of methods for collecting User-Item rating matrix entries 

(Shaw, Xu, & Geva, 2009; Desrosiers & Karypis, 2011).  

 
Figure 2. A simple recommendation system. 

The explicit method considers the user's ratings over any item. However, it isn't really a useful 

methodology since not all users usually are inclined to rate the items, whether they see it or miss.  In case the 

user provides a rating, still, the users utilizing such a facility could be limited. As a result, the User-Item rating 

matrix becomes a sparse matrix, making decision-making harder. The implicit method of considering items 

in the User-Item rating matrix is the second method. The ratings are typically based on the behaviour of the 

users. However, several of the suggestions, in general, use data explicitly as well as in implicit 

manners (Felfemig, Friedrich, Jannach, & Zanker, 2011; Salter & Antonopoulos, 2006). A user's profile is a 

collection of items that he or she frequently needs or procures for use.  The suggestions to target users in 

collaborative filtering are dependent on real time feedback that any users is seen sharing similar to the taste 

of the targeted user (Covington, Adams, & Sargin, 2016).  

Collaborative filtering 

Methods of collaborative filtering make suggestions depending on user evaluations, wherein typical 

feedback on items is provided by users. The single-user classifications featuring attribute-centric definitions 

have application in techniques having their basis in content.  Approaches based on knowledge do not require 

a historical evaluation and just need a clear explanation of the needs of the users to create listing 
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of suggestions (Desrosiers & Karypis, 2011; Koren & Bell, 2011). Because knowledge-based systems do not 

require credentials, they may be more successful at tackling cold-start difficulties than content-based or 

collaborative systems. In the light of the issue of permanent personalisation, historical data, on the other 

hand, has weak strength than the systems based on content and collaboration.  The model may achieve the 

same output if another user inserts the similar requirements and data into a dynamic interface based 

on knowledge. Such models seem to have rather limited scope, particularly given the fact that data from 

several sources appear in public at the same time (Ting et al., 2017; Xu et al., 2014). Predicated on ratings, 

collaborative filtering links identical community members to a target user. If two individuals' profiles contain 

the same or nearly identical things, they will be considered to have similar tastes. These users can be grouped 

together and handled as a unit. In essence, collaborative filtering algorithms may be implemented in two 

ways: (1) Methods based on user input (2) Methods based on items.  

User-based method 

These methods identify those users whose profiles are like the profile of the target user and then do the 

recommendations. The user-based filtering is like the nearest neighbour method. This technique finds the 

future preferences of the target users based on the nearest neighbours. It locates users with a taste much like 

the target user (Adomavicius & Tuzhilin, 2005). In this method, the first step is to collect User-Item rating 

matrix from user profiles, which is shown in Figure 1. Next, the nearest neighbours for the target user are 

identified, for which the similarity between the target users and all other users is calculated and the users 

with higher similarity values are chosen as the closest neighbours. The most widely used similarity measure 

is the Pearson correlation coefficient method. User-based methods use the entire database to find suggestions 

(Ting et al., 2017). This approach has been very popular in the past, but now there are other alternatives that 

offer better recommendations. However, it mainly suffers from a drawback while dealing with a sparse User-

Item rating matrix and mainly results in poor quality of recommendations. 

Item based methods 

In an item-based method, a collaborative filtering technique, a set of user-rated items in the target 

audience are analysed, before the level of similarity is calculated (Zuo et al., 2015). After calculating the 

similarity of all items evaluated by the target user, k similar items are selected for prediction.  

Item similarity 

This is the most important step which is followed in the item-based collaborative technique. When 

similarity is calculated, it strongly influences the quality of the recommendation. There are different methods 

for calculating item similarity. 

-Cosine-based similarity 

-Co-relation based similarity 

-Adjusted cosine-based similarity 

-Adaptive Similarity Measure Model  

Item prediction 

After calculating the similarity between the two items, while using Equation (1), the most suitable 

prediction for an item I by user u is represented as given below; 

       (1) 

Wherein  denotes measures defining similarities that i and j share. Ru,j indicates movie rating j that 

user u provides. P(u,i) gives target user a movie prediction and Ni is a set of target user who rate a movie i. 

Literature review 

A user profile comprises the user's item preferences in a content-based recommendation system. The 

content of all rated products may be used to create a user profile [5]. This profile is created specifically from 

the content (keyword) that has been analysed using the procedures described in the item profile section. The 

u,jj Ni

j Ni

sim(i,j)*R
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relevance of keyword Ki to the user is shown by the weight of each item in the user's profile (Good et al., 1999). 

The Rocchio algorithm, Bayesian classifier, Winnow algorithm, and cosine similarity measure may all be used 

to calculate this weight using the average approach (Good et al., 1999). Goldberg, Nichols, Oki, and Terry 

(1992) coined the phrase “[...] collaborative filtering techniques,” claiming that “[...] information filtering can 

be more successful when people are involved in the filtering process”. Resnick, Iacovou, Suchak, Bergstrom, 

and Riedl (1994). proposed the notion of collaborative filtering two years later. People enjoy what like-minded 

users like, according to their idea, and two users were deemed like-minded if they rated products similarly. Items 

that were evaluated positively by one user were suggested to the other, and vice versa (Resnick et al., 1994). 

Proposed recommender system 

Figure 3 illustrates the framework of our proposed reference model.  

 

Figure 3. Framework of recommendation model based on collaborative filtering. 

In this model, we use a new similarity calculation method that takes more factors into account while 

calculating the similarities that the targeted user share with others, followed by selected movies collected by 

identical users (Xu et al., 2014). Finally, we compile a list of suggestions of such movies that is sent to the 

target user as recommendation. Such frameworks follow many stages. 

Data pre-processing 

Data pre-processing is an important step in the recommendation system model. Here, the User-Item rating 

matrix is constructed as per a user profile. But most of the entries are left empty as most of the users may have 

presumably viewed very few items. So, all the missing values are filled with 0s that indicates that users have not 

yet experienced the item (Covington et al., 2016; Lika, Kolomvatsos, & Hadjiefthymiades, 2014). 

Similarity computation 

This step is the basic procedure. Suppose a recommendation model comprising m users as well as n movies 

with some movies have already been rated by every user. A bipartite network may describe the relation that 

users have with movies. When users are defined as  and set of movies as, then the 

recommendation model is represented as 𝑚 × 𝑛 adjacency matrix , wherein, if a user 𝑖 selects movie 

j, or in other cases, ij = 0. In the next step, collaborative filtering is used to compute the similarities between 

two users (Sene, Kamsu-Foguem, & Rumeau, 2018). The degree of similarity to the  freely adjustable 

parameter influences the calculation of  similarity in two-way networks of a user 

movie. As a result, the movie ml to the similarity sij may have a negative correlation with its degree k(ml) and 

a positive correlation with its preference and trust ratio (Roth et al., 2010). The rating score range of the movie 

is expressed as M; while k(ml) denotes how many users rate this movie; and li - lj represents difference 

between the maximum and minimum rating scores. 

1 2 mU={u ,u ,....,u }

ijA {δ }=

[(1 | | / ) / ( )]li lj lM m   − −



Page 5 of 9  Albawi et al. 

Acta Scientiarum. Technology, v. 44, e58925, 2022 

This means that it makes no sense if both users choose a popular movie. While two users choose a very 

unpopular movie, such users must share common tastes. Suppose, the contribution of ml to sij has inverse 

proportionality in relation to k(ml) and direct proportionality to li - lj, then sij can be expressed as [21]: 

 

The movie rating score range i.e. M equalled the difference between the maximum and minimum movie rating 

scores. 1i/1j denotes the preference level that movie rating ml received from user ui. While ui/uj .k(ml) shows how 

many users have selected this movie. Similarly, k(ui) represents the number of movies that a specific user chooses. 

Notwithstanding the calculation of the user similarities, we may find movies that are not chosen by the target user 

but selected by users whose preferences are much similar to the target user (Shaw, Xu, & Geva, 2010). Then, we 

can predict the overall preference of the target users for these unseen items as; 

 

In the process of recommendation, we get the item in a descending order of ij, which is not viewed by the 

target user(s). 

Build the association rules 

After finding the similarities, then we must find the hybrid association rules for the given user preferences. 

As shown in Figure 4. 

 
Figure 4. hyberid recommender algorithem with associtation rules.  
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Initially, the first two steps need to be performed, wherein the first is about creating association rules. The 

second steps calculate the similarity of the movies by their genre and store it in the similarity matrix M3. The 

next step is to analyze all the rules and allow each user to create a new matrix M1 (Koren & Bell, 2011; Felfemig 

et al., 2011). This matrix contains the confidence level with which the movie can be recommended to the user. 

Credibility is achieved by adding confident association rules in the recommender systems. This confidence 

matrix is then used to select the top N recommendations for each user based on the confidence level. They 

are stored in another matrix M2. Movies that belong to the same genre as the top N movies stored in the matrix 

are finally added to the playlist (Koupaei & Khayyambashi, 2015).  

Experimental results and analysis 

Dataset 

This paper uses MovieLens data set provided by Group Lens Research (Xu et al., 2014). It contains 100,000 

movies on a scale of 1 to 10 from 5, 943 users for 1682 movies. This dataset is an already preprocessed one. 

Currently, the chosen threshold is 0.7 for a movie i.e. if a user has a rating of more than 0.7 for a movie, then; 

the user is likely to like the movie. If you select this similar threshold, the proportion of similar movies from 

all test users to the total number of movies (called the similar ratio) becomes 0.45. 

Results 

A few general properties of the data have been presented below for better clarity on the issues. First look 

at how the ratings change across the year for genres. Figure 5, illustrate Ratings change across the year for 

genre of animation, sci-fi, war and western. 

 
Figure 5. Ratings change across the year for genre of animation, sci-fi , war and western. 

The plot clearly shows that genres for Sci-Fi are more in year 2000 than the previous years. 

User associations 

Maximum rule length 

The rule length can be defined as the quantum of items/movies present in the rule precedent. In this paper, 

different rule lengths are considered (i.e. 2, 4, 6, 8, and 10) by choosing minimum confidence as 100% and the 

rule number within the range of 5-100. The Table1 shows a rule length of 8 that gives better performance 

when compared to others rule lengths (i.e. 2, 4, 6, and 10).  
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Table1. Performance for different maximum rule length. 

Rule Length 2 4 6 8 10 

Accuracy 0.693512 0.693612 0.695676 0.697897 0.694542 

Precision 0.704377 0.724086 0.733488 0.737898 0.736089 

Recall 0.572616 0.545435 0.528645 0.528451 0.520823 

 

In general, the larger maximum rule length gets more rules above a certain minimal support and minimal 

confidence. But, MovieLens data set contains very few rules with only one rule length greater than 8 with a 

relatively high value support and confidence. Moreover, long rules tend to cause over fitting of data. Hence, 

the rule with a maximum length of 8 is selected for further analysis. Figure 6, shown Performance for different 

minimum confidence with a constant score threshold. 

 
Figure 6. Performance for different minimum confidence with a constant score threshold 

Figure 7, plotting different association rules with support confidence and lift. The hybrid association 

algorithm performance is tested by varying the minimum confidence (i.e. 0.85, 0.90, 0.95, 1) with score 

threshold = 0.15 and    num_rule = 5~100.  

 
Figure 7. plotting different association rules with support confidence and lift 

It is observed that this method produces the most precise result at 0.76, besides recall value at 0.45, 

satisfying the desired minimum confidence level of 100%, which in turn shows that these rule too can be 

recommend for training the Recommender Systems. However, when the minimum confidence value varies, 
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this method shows a tradeoff between precision and recall values and hence, the recall linear threshold value 

is used to improve better combination of the precision as shown in Figure 8. 

In fact, higher precision and a higher recall tend to give better recommendations to the target user. Figure 8 

shows that by varying the minimum confidence value, we can achieve upto 95 % precision and better recall values.  

 
Figure 8. Performance for different minimum confidence with a linear score threshold precision is regarded as the most important 

thing for recommender systems.  

Conclusion 

This paper describes two different methods of recommendation. While the primary focus is on achieving 

improvements in the quality of our recommendations, it is likely to ultimately help the targeted users with strong 

recommendations. It has been shown that even a moderate improvement in performance may help avoid 

hindrance to the effective functioning of the collaborative filtering technique. In addition, the results may also 

help to design new and more a powerful hybrid architecture to provide solid recommendations to the users. 
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