Reliability analysis using experimental statistical methods and AIS: application in continuous flow tubes of gaseous medium
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ABSTRACT. The motivation for the development of this work arose from the observation of maintenance in pressure vessels, which are categorized as highly hazardous security risk products. The costs of detecting failures in the production systems allow the result of the process to be safe and of good quality, using standardized tests internally within the company. The main objective of this work demonstrates the efficiency and robustness of the artificial immune system (AIS) of negative selection in the detection of failures by recognizing the vibration signals and categorizing them in the degree of probability and level of severity of failures. The intrinsic objectives are the application of the elimination of signal noise by the Wiener filter, and the processing of data-Wiener data using experimental statistics. The result of this work successfully demonstrates the precision between the experimental statistical and AIS techniques of negative selection; the robustness of the algorithm in precision and signal recognition; and the classification of the degree of severity and probability of failure.
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Introduction

The pressure vessel has the purpose of containing gases or liquids in a certain container that has an internal pressure different from the ambient pressure. Thus, different types of materials, dimensions and design are developed by designers to meet specific needs. The failure mode analysis studies related to the material, product design and manufacturing processes make it possible to categorize the failure, and the stress analysis, related to elastic deformation, types of fracture and corrosion, are information that, when inserted in the design projects of pressure vessels, avoid the critical risks of operation (Bickell & Ruiz, 1967; Moss & Basic, 2013). Therefore, the guarantee of structural integrity is of fundamental need in pressure vessels.

In the production system, production processes are seen as a flow of materials and operations as work performed with interaction between men and machines, which must be controlled to determine the stability of the production process (Shingo, 1981). The pressure vessel manufacturing processes, when controlled, meet the normative procedures, preventing failures from occurring in welding processes, heat treatment and mechanical forming methods (Moss & Basic, 2013).

In an industry, inspection and testing plans for the manufacture of pressure vessels must guarantee the process using destructive and non-destructive tests, such as the ASTM E1419/E1419M-15a (ASTM International, 2020) standard, which uses acoustic emission to examine the vessels pressure gauge. We can cite yet another non-destructive testing technique, the ASTM E2983 (ASTM International, 2019) standard that diagnoses the monitoring of structures during their operation, resulting in the detection, identification and monitoring of faults that affect the performance of the structure (ASTM International, 2019).

This work demonstrates the relevant characteristics of the application of experimental statistics and the artificial immune system through the negative selection algorithm (AIS - negative selection) in the detection...
and prognosis of faults in a continuous flow tube of gaseous medium, using non-destructive methods. The field of application of this work can allow engineers from different areas, including those who design pressure vessels, to use it for fault detection. Experimental statistics demonstrate a form of analysis that can be viewed up to a specific FRF (frequency response function). Then, the AIS - negative selection, allows the reading of the signals from the data-Wiener database, grouping and classifying them into the concepts of probability of failure occurrence and the degree of severity of the failure.

The reliability of a system is directly linked to statistical approaches, and these, resulting from a specific numerical modeling of a structure, the criterion of this approach is considered of equal importance in the effective development of the monitoring of the dynamic system (Chen, 2018).

The concepts of SHM and artificial immune systems (AIS) for fault detection, have been studied by different researchers (Oliveira, Chavarette, & Lopes, 2019), in this work it is demonstrated the use of AIS to detect and diagnose faults in the stator and electrical circuits of the induced motor rotor, obtaining a good performance in the application of the algorithm (Chilengue, Dente, & Branco, 2011). In (Oliveira, Chavarette, & Outa, 2020) it is demonstrated the use of the technique of artificial immune systems through the negative selection algorithm and clonal selection for the detection of failures of a rotating system, whose negative selection AIS algorithm classifies and recognizes patterns and the clonal selection algorithm is responsible for the continuous learning process. In the work by (Outa et al., 2020) the application of the negative selection AIS is demonstrated in an efficient way for the detection and prognosis of failures, considering the characteristics and conditions of the system.

This work was developed in phases, being the preparation of the experiment; the characterization of the experiment; the formation of the database of good signals (without failure) and bad signals (with failures); signal processing by the mathematical concept of the Wiener filter, resulting in the data-Wiener database; analysis of data-Wiener data using experimental statistics; analysis of data-Wiener data using negative selection AIS.

**Reliability and structural health monitoring (SHM)**

The ducts have the purpose of transporting fluids and particles, whose structure materials can be metal, plastic, wood, concrete or synthetic fibers. In general, the tubes are categorized considering the internal pressure of the tube, and when it exceeds 15 psi it is considered a pressure vessel (Smith & Laan, 1987).

The fluids that travel inside a pressure vessel travel through a great pulsating energy, which generally affects the performance of the installation, causing the components and the inside of the tube to be damaged, resulting in failures (Escoe, 2008). This phenomenon can be the combination of high pressures and temperatures (Chattopadhyay, 2009). The result of these failures is an unscheduled stop for line maintenance. Generally, this type of failure is caused by the fatigue of the material, resulting in cracks, which propagate until the material breaks. The internal and external forces tend to be controlled using operational procedures specified in the projects, inserting components such as: sieves, valves, grids and bubbles (Escoe, 2008).

The development projects for pressure vessels must meet safety standards, and with that, they are considered qualitative factors such as design and structural analysis, whose behavior of the material under tension defines the failure mode (Gill, 1970). The procedures for the elaboration of pressure vessel construction projects follow the standards of the document ASME Boiler and Pressure Vessel Code (Chattopadhyay, 2009).

Pressure vessels for power generation, nuclear reactions, chemical reactions, energy processing and storage must be designed in such a way that the materials meet high severity requirements in relation to pressure and temperature. The technical temperature specifications range from -20°C to 600°C, and the pressure ranges up to 140Mpa (Chattopadhyay, 2009).

In the development of the projects, the failures are predicted and the stresses are distributed so that they can be elaborated by numerical and experimental methods considering the variables of thermal shocks, dynamic principles, and actions of cyclical energies that cause fatigue (Chattopadhyay, 2009).

The production of these materials must be processed using quality control parameters, in which industrial maintenance systems contribute to guaranteeing the manufacturing process.

Production techniques, such as lean maintenance, assist the quality assurance process by adding value to the activities of the resources (Blanco & Dederichs, 2018). The concept of reliability can be introduced in the process, as an output, the result of which allows the analysis of a set of statistical information
about the product’s characteristic (Levitt, 2018). Thus, techniques such as structural health monitoring (SHM), when applied to analyze the product, can confirm the presence, location and orientation of damages. This technique also determines the evolution of the severity of the damage; the possibility of controlling or delaying the growth of the damage; finally, the determination of the remaining useful life in the structure considered prognosis (Gopalakrishnan, Ruzzene, & Hanagud, 2011). The SHM is considered a non-destructive testing and monitoring technique, divided into: diagnosis of component life; and in prognosis involving severity calculations of component damage (Deraemaeker & Worden, 2010; Farrar & Worden, 2013).

The SHM concept, applied in a dynamic system, uses sensors and a data acquisition system; signal processing methods; damage modeling and damage detection; mechanisms for data transfer and storage (Gopalakrishnan, 2011).

**Signal processing**

**Wiener Filter**

Vibration analysis is directly related to management decisions in the maintenance area, because through this technique it is possible to observe variations in the behavior of the components and relate them to mechanical properties. In this case, the identification and evaluation of damages are related to prognosis applied to structural safety and reliability (Yan, 2015). On the other hand, the diagnosis of failures is a process of tracking them considering its symptoms, and that requires processes of acquisition of information by sensors and signal processing, applied in a robust algorithm (Galar & Kumar, 2017).

Several filters can be used to obtain information from a signal, however, the Wiener filter is a technique that allows a continuous, one-dimensional noisy signal to be generalized to a discrete signal. Mathematically, the Wiener filter is a generalization of the integral of convolution (Kuo, 1980; Poularikas & Ramadan, 2006). The equation can be written as,

\[ f_{\alpha}(x) = \left[G(\alpha)\right]^{-1} F_0(\alpha) \]

where \( F(\alpha) \), \( G(\alpha) \) and \( F_0(\alpha) \) are the Fourier transforms of \( f(x) \), \( g(x) \) and \( f_0(x) \), respectively, and according to the definition, \( F(\alpha) = \mathbb{F}[f(x), x, \alpha] = \int_{-\infty}^{\infty} f(x) e^{j\alpha x} dx \). The Wiener integral equation assumes the form of integration into a semi-infinite domain of 0 to \(-\infty\), and so,

\[ \int_{-\infty}^{\infty} g(x-x') f(x') dx' = f_0(x) \]

for \( 0 < x < \infty \) (Daniele & Zich, 2014; Kailath, 1981). Rewriting equation 3, as a convolution product, we will have,

\[ \int_{-\infty}^{\infty} g(x-x') f(x') u(x') dx' = f_0(x) u(x) + f_2(x)u(-x) \]

being \(-\infty < x < \infty\), which \( u(x) \) is a step function unit, and \( f_2 \) is a new unknown that represents the continuation on the left side of the equation, for \( \int_{-\infty}^{\infty} g(x-x') f(x') u(x') dx' \) for \( x < 0 \) (Daniele & Zich, 2014; Kailath, 1981). By applying the Fourier transform, in the equation, we will have,

\[ G(\alpha) F_+(\alpha) = F_2(\alpha) + F_0(\alpha) \]

and \( F_+(\alpha) \) and \( F_2(\alpha) \) are respectively the Fourier transform of the function of the right axis \( f_0(x) u(x) \), and the function of the left axis \( f_2(x) u(-x) \), therefore, considering thus the equation in spectral form \( G(\alpha) F_+(\alpha) = F_2(\alpha) + F_0(\alpha) \) (Daniele & Zich, 2014).

Thus, the Wiener equation is considered a vector or a scalar. Scalars involve only scalar quantities, already in vectors, vectors are n-order, as in arguments, \( F_+(\alpha), F_0(\alpha) \) and \( F_2(\alpha) \), and array quantity of the same order \( G(\alpha) \). The array \( G(\alpha) \) is called the Wiener operator kernel and is the reverse \( [G(\alpha)]^{-1} \), written as \( G^{-1}(\alpha) \) (Daniele & Zich, 2014).
Experimental statistics

In statistical mathematics, the concept of the generalized method is a mathematical concept applied to the experiment that determines the understanding of any behavior. Probability theory studies two concepts: the first, the probability of frequency; and the second, the probability of Bayes; being both concepts, parameter suppliers for application in statistics. Statistical mathematics, on the other hand, uses two concepts to understand the behavior of a physical phenomenon: the first, the information approach; and the second, the theory of decision. The information approach maximizes estimation, while the decision theory minimizes the loss involved in making wrong decisions about the value of the parameter (James, 2006; Wolstenholme, 1999).

The normal or Gaussian probability density function can be used when the experimental samples are concentrated around the central value (population mean), and the equation can be written as,

$$f_N(x) = \frac{1}{\sqrt{2\pi\sigma_x}} e^{-\frac{(x-\mu_x)^2}{2\sigma_x^2}} \quad (6)$$

where $\sigma_x$ is a real positive value; $x$ represents the sample; $\mu_x$ is the sample mean. Variance can be calculated as, $V_N(x) = \sigma^2$ (James, 2006; Wolstenholme, 1999). In a way, the probability density function is associated with the condition of approximation of physical measurement curves. The cumulative distribution is called the normal probability integral or error function, and the equations are written as (James, 2006; Wolstenholme, 1999),

$$f_{eN}(x) = \phi \left( \frac{x-\mu}{\sigma} \right) \quad (7)$$

$$\phi(z) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{z} e^{-\frac{1}{2}x^2} dx \quad (8)$$

The exponential probability density function is used to determine the characteristics of experimental samples of constant failure rate, determining a model of lifetime of products or materials, and the equation is described as,

$$f_E(x) = \lambda e^{-\lambda x} \quad (9)$$

where $\lambda$ is a real positive number; $x$ represents the sample. Variance can be calculated as, $V_E(x) = \frac{1}{\lambda^2}$ (James, 2006; Wolstenholme, 1999).

The Weibull distribution function can be used to determine the failure time of certain components, and the equation can be written as,

$$f_W(x) = \frac{\eta}{\sigma} \left( \frac{x}{\sigma} \right)^{\eta-1} e^{-\left( \frac{x}{\sigma} \right)^{\eta}}; \quad x \geq 0 \quad (10)$$

where, $\eta, \sigma$ are positive real numbers. Variance can be calculated as, $V_W(x) = \sigma^2 \left[ \Gamma \left( \frac{\eta}{\sigma} + 1 \right) - \left[ \Gamma \left( \frac{\eta}{\sigma} + 1 \right) \right]^2 \right]$ (James, 2006, Wolstenholme, 1999).

Artificial immune system: negative selection

Nature-inspired techniques have been the subject of many studies, allowing a simulation of the complex processes present in the human body of individuals (Dasgupta & Niño, 2009). Specifically, the case of Artificial Immune Systems (SIA) is used, tools extracted from immunological systems are used to solve computational problems. In this regard, there are several algorithms for the application of SIAs, however, the following mechanisms are common to most of them:

Immunological Memory and Affinity Maturation: Cells of higher affinity are cloned in the recognition of an antigen. Part becomes system memory (faster future response), part mutates to improve efficiency:

- Pattern recognition: Antibodies are able to recognize a certain amount of antigens;
- Immunological Diversity: Mutation and genetic recombination ensure immunological diversity;
- Principle of Clonal Selection: Only the antibody capable of a certain recognition will be selected in place of all others and will proliferate;
- Immunological Network Theory: Suggests a regulated network of cells and molecules that recognize themselves even without antigens present;
- Own/Non-Own Distinction.
The negative selection algorithm is based on two main phases: censoring and monitoring.

Initially, in the first stage, a set of own detectors is generated through the data present in the signals in normal condition of a given structure under analysis. These detectors are responsible for identifying whether or not a signal under further analysis is proper to a healthy organism (González, Dasgupta, & Niño, 2003, Lima, Chavarette, Souza, & Lopes, 2017). The censoring phase is exemplified in Figure 1.

![Figure 1. Negative Selection Algorithm - Censoring](image)

The next step is the analysis and obtaining of signals from a mixed system that is, with and without flaws, that simulates an unhealthy condition. In this, we compare the detectors previously obtained with the new organism, comparing with the calculated affinity and resulting in the diagnosis of own or non-own cells which, in the work performed, are directly related to conditions of failure or non-failure (Lima et al., 2017). This phase is depicted in Figure 2.

![Figure 2. Negative Selection Algorithm - Monitoring](image)

In this phase, the Affinity Rate should be calculated, which acts as a limiting of the necessary percentage of equity between the monitored signal and the detectors so that it is considered healthy (González et al., 2003, Lima et al., 2017).

\[
TAf = \left( \frac{An}{At} \right) 100
\]

(11)

where \( TAf \) is affinity rate; \( An \) is the number of normal chains in the problem (own chains); \( At \) is the total number of chains in the problem (own and non-own chains).

The calculated deviation of the detector pattern has a positive and negative varied tolerance, allowing the acceptance of the combination of standards (Lima et al., 2017, Oliveira et al., 2019, Oliveira et al., 2020, Moro, Chavarette, Roéfero, & Outa, 2019). The deviation acts individually for each position of the vector, evaluating point to point. The equation is
\[ A_b \leq A_g \leq A\bar{b} \]  \hspace{1cm} (12)

\( A_g \) is the nominal value of the antigen \( i \) position (standard under analysis); \( A_b \) is the nominal value of the \( i \) position minus the deviation adopted in the antibody (detector pattern); \( A\bar{b} \) is the nominal value of the \( i \) position plus the deviation adopted in the antibody (detector pattern). If the \( i \) vector position value is within the range expressed in the condition, it can consider match for this position, and it is possible to quantify the affinity between the patterns by analyzing position by position. The total affinity measure used to evaluate the patterns under analysis is expressed by the equation (Bradley & Tyrrell, 2002),

\[ A_f^T = \frac{\sum_{i=1}^{L} P_c}{L} \times 100 \]  \hspace{1cm} (13)

\( A_f^T \) is the % affinity between the patterns analyzed; \( L \) is the total number of positions; \( P_c \) is the match position; \( \sum_{i=1}^{L} P_c \) is the sum (quantity) of matched positions.

Validation occurs when a \( A_f^T \) is greater, equal, or similar to \( TAf \). Thus, the analyzed signals are considered equal. This condition occurring throughout the chain is classified as the normal condition chain. If \( A_f^T \) is smaller, than the detector does not recognize the pattern, because validation between the chains does not occur. Resulting in abnormal classification, and possible structural damage \( TAf \) (Lima et al., 2017, Oliveira et al., 2019, Oliveira et al., 2020, Moro, et al., 2019).

**Material and Method**

The experiment and its equipment were designed to represent the behavior of a pressure vessel system, the result of which can demonstrate the simulation of the behavior of the flow of a fluid and the respective vibration of the system.

The experimental concept follows the SHM principle, which determines that the dynamic system must contain sensors and equipment for data acquisition; algorithms for signal processing and processing; damage modeling; algorithms for damage determination; and mechanisms for data storage. The experiment consists of: Bravox PM5 - 90W speaker; BK Precision 4052 – 5MHz function generator; LA4000-LEACS amplifier; MPU6050 vibration sensor; 5V audio sensor; stainless steel rod for sound pressure capture; acrylic tube; acrylic cap \( 100 \times 1000 \) mm; \( \varnothing 100 \) mm wires and connecting cables. In the overview, the experiment is based on an acrylic tube connected with a speaker and, at the opposite end, a seal cap is positioned. The speaker is connected to an amplifier and the same to a function generator, which emits sine wave frequencies to the speaker, resulting in cone movement, and finally, a sound pressure wave internally to the tube. Figure 3 shows the schematic drawing of the mounted experiment.

![Figure 3. Schematic Design of the Experiment](image)

The methodology of the database formation process was divided into two stages: the first is considered the characterization of the experiment, which uses the limits of the experiment, being the wavelength and the cutting frequency. The calculation of the wavelength \( \lambda = \frac{c}{f} \) and the cutting frequency \( f_c = \frac{(1.84c)}{(2\pi d)} \) are applied based on the diameter of the tube and its length, where \( c \) is the speed of sound in the air; \( f \) is the frequency of work; and \( d \) it is the diameter of the tube (ISO10534-1, 1996).
Digital signal analysis and processing

In general, in this session, it will be seen that the analysis and digital processing of the different signals demonstrate results of the conditions of prognosis and detection of failures. The digital signal processing of the database is done first by the Wiener filter, which determines a filtered signal from the actual system conditions, this being a pattern without damage or failures of the database, after, the database is analyzed by the algorithm based on the artificial immune system of negative selection that separates and classifies the signals into damage and failures. Figure 4 shows the flow of the procedure developed in the censoring phase, and Figure 5 shows the monitoring phase.

![Flowchart](image)

**Figure 4. Censoring Phase applied to Wiener filter**

The system representing the pressure flow was excited by the sound source at the working frequency (62.5Hz, 350Hz, 500Hz, 1000Hz and 2000Hz), and the vibration of the system was captured by the MPU6050 vibration sensor. Thus, 10 signals with 2060 samples were formed for each work frequency. These 10 signals of each frequency were distributed in two databases, one without failures (good signal) and the other with failures (bad signal). Table 1 shows the relationship of the databases.

<table>
<thead>
<tr>
<th>Vibration Signal Properties</th>
<th>Range Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>62.5Hz</td>
</tr>
<tr>
<td>No Failure Signal</td>
<td>5</td>
</tr>
<tr>
<td>Failure Signal</td>
<td>5</td>
</tr>
</tbody>
</table>

The characteristic of the vibration signal without failure, or good signal, can be defined when the system works in its normal condition, that is, the reflection of the pressure of the incident sound wave, \( P_i \), internally to the tube, is made in its entirety in the metallic part, in which the pressure of the sound wave recidivism \( P_r \), returns the constant emission source, forming the concept of wave parking. The characteristic of the faulty vibration signal, or bad signal, has the same principle of the sound pressure wave that forms the stationary wave, but in the metal cover, a central hole was inserted to condition an escape from the pressure of the
incident sound wave of the system. Figure 6 shows the sound source mounted with the tube, and Figure 5 shows the detailing of the cover with the center hole.

Note that Figures 6, 7 and 8 are part of the experiment, which simulates the behavior of a pressure tube, considering the internal pressure of the fluid.

Figure 5. Monitoring Phase applied to Wiener filter

Figure 6. Sound Pressure Wave Issuing Source

Figure 7. Detailing the Hole Cover
Figure 8 shows the detail of the MPU6050 vibration sensor positioned at the measurement between 320 mm and 350 mm of the sound emission source.

The result of signal analysis using the Wiener filter of each working frequency, 62.5Hz, 350Hz, 500Hz, 1000Hz and 2000Hz, can be seen respectively in Figures 9, 10, 11, 12 and 13.

Note that for each frequency, the blue signal represents the signal without fail, and the red signal represents the failed signal. The Wiener filter was applied in each data bank, represented by the average of each signal, and thus, it was possible to demonstrate the characteristics of each database, being it flawless and faulty.
Generally speaking, flawless signals are different from faulty signals from all databases. This demonstrates that for each excitation frequency in the pressure vessel, the system responds differently and randomly. This requires further analysis of system conditions with a more robust algorithm, better processing the signal and classifying the types of failures.
Analysis of signal failures using statistical methods

The different statistical methods have been applied in the analysis of signals to demonstrate the behavior of failures of dynamic systems. The groups of signals without flaws and failures, resulting from the Wiener filter and excited by the different frequencies (62.5Hz, 350Hz, 500Hz, 1000Hz and 2000Hz), were analyzed using the statistical methods Gaussian, Exponential and Weibull.

In Figures 14, 15, 16, 17 and 18, respectively for the frequencies of 62.5Hz, 350Hz, 500Hz, 1000Hz and 2000Hz, the results of the application of static methods are distributed as follows: the upper graph represents the result of the normal or Gaussian distribution function, the middle graph represents the result of the exponential distribution function, and the lower graph is the result of the Weibull distribution.

![Figure 14. Failure Statistics 62.5Hz.](image)
Figure 14 shows the qualitative and quantitative analysis of signals without failure and with failures of the dynamic system, excited at 62.5Hz.

Figure 15. 350Hz Fault Statistics.

In general, the result of the application of the statistical method of signals without failure and with a failure of 62.5Hz, has a difference of signals, seen in the accentuation of each statistical method. In the first (superior) graph of the normal or Gaussian distribution function, it demonstrates the difference in the quality of each signal,
resulting in an easy interpretation. In the second graph (medium), of the Exponential density function, the signal quality is difficult to interpret, because the signals have a similar behavior. In the third (bottom) graph, the Weibull density function demonstrates the difference of each signal, resulting in easy interpretation.

For the analysis of the frequency of 62.5 Hz and 350Hz, the function of normal density or Gaussian and Weibull, can be considered the best qualitative choice, because they demonstrate visibility between the amplitude and accentuate of each signal. Figure 15 shows the result to 350Hz.

Figure 16. Failure Statistics 500Hz.
In general, the result of the application of the methods of the standard density function normal or Gaussian and Weibull, upper and lower graph respectively, has similar behavior, differentiated by the location of the mean. The exponential density function graph is difficult to interpret, as it corresponds in shape and accentuation.

The result of applying static methods to 500Hz signals, in general, should be carefully analyzed for each method. The best condition of analysis is found by the Weibull density function, whose curves demonstrate a better-quality analysis with differences in amplitude and accentuation between the signals without failure and with failure. The other two functions of Normal or Gaussian and Exponential density have behaviors of difficult analysis.

Figure 17. Failure Statistics 1000Hz.
The result of the statistical method of the Normal or Gaussian, Exponential and Weibull density function is difficult to interpret for signals without failure and with frequency failure of 1000Hz, because it has proximity in amplitude and accentuation.

The result of the statistical method of the Normal or Gaussian, Exponential and Weibull density function for the signals without failure and with failure of the frequency of 2000Hz, is difficult to interpret. In this case it is difficult to even comment on the quality of the signals.

**Figure 18. Failure Statistics 2000Hz.**
Artificial immune system: negative selection

For the application of the negative selection algorithm, each data bank of each working frequency of the vibration signal consists of 10 signals, 5 flawless signals and 5 failed signals, each of which was processed by the Wiener filter. Thus, the algorithm uses each vibration signal of the Wiener filter, using the concept of monitoring, censoring and the matching condition, to obtain the classification of failures. The result of the application of the negative selection AIS can be shown in Figures 19, 20, 21, 22 and 23, respectively for each work frequency.

![Figure 19. Negative Selection AIS Result (62.5Hz).](image)

![Figure 20. Negative Selection AIS Result (350Hz).](image)

![Figure 21. Negative Selection AIS Result (500Hz).](image)

The process of analysis of the negative selection algorithm acts by analyzing the database of each frequency, and in the censoring phase the standard and fault detectors are created, for later classification of the detectors themselves and not their own. In the monitoring phase, the matching condition is used, considering the affinity rate, which cannot be less than 70%.

The result found was 100% of analyzed and related signals, $T^{Af} = 70\%$ and, as plotted, for the frequency of:
- 62.5Hz, the 5 failed signals demonstrate that the probability of failure is too high of high severity level;
- 350Hz, the 5 failed signals demonstrate that the probability of failure is too high of high severity level;
- 500Hz, 4 failed signals have very high probability of failure of very low severity level; and 1 failed signal has a very high probability of failure from high severity level;
• 1000Hz, 4 failed signals have very high probability of failure of very low severity level; and 1 failed signal has a very high probability of failure from high severity level;
• 2000Hz, the 5 failed signals demonstrate that the probability of failure is too high of high severity level;

Note that for 62.5Hz, 350Hz, and 2000Hz excitation frequencies, the system’s response tends to have better representation in signal classification and grouping. For the frequencies of 500Hz and 1000Hz, the system response is not of very good quality, whose characteristics demonstrate that a new analysis is necessary. Given the observations, this experiment demonstrates that the best responses are found in the frequencies of 62.5Hz, 350Hz and 2000Hz.

![Figure 22. Negative Selection AIS Result (1000Hz)](image)

![Figure 23. Negative Selection AIS Result (2000Hz)](image)

**Result and discussion**

The development of this work was carried out as follows:
A. Formation of the experiment that comprises the behavior of a tube that conducts a continuous flow of gaseous medium;
B. Formation of the database of signals without failures and failures of the frequencies of 62.5Hz, 350Hz, 500Hz, 1000Hz and 2000Hz.
C. Wiener filter application on signal without failure and failed to identify FRF without noise;
D. Application of statistical methods in the signals without failure and with Wiener filter failure - Normal or Gaussian density function; Exponential density function; Weibull density function;
E. Application of the artificial immune system theory of negative selection in the non-fault and faulty Wiener filter signals (Wiener method - AIS)
F. Result of the classification of signals without failure and failed by the AIS, determining the prognosis and types of failures.

The formation of the database was planned so that, given the different excitation frequencies of the system (62.5 Hz, 350Hz, 500Hz, 1000Hz and 2000Hz), the way of vibrating this for each frequency reacts in a certain way. In this case the system can be studied under different conditions, providing a greater amplitude analysis of qualitative and quantitative results.
The Wiener filter was applied to the signal without fail and with failures of the different frequencies of 62.5 Hz, 350Hz, 500Hz, 1000Hz and 2000Hz, resulting in an application signal that does not contain unwanted noise, that is, the analysis signal is a clean and uncorrupted signal. This process is essential to improve the accuracy of methods used in signal analysis.

The application of statistical methods in continuous signals without failures and with failures demonstrated that, for each type of excitation frequency of the system, it demonstrates that a different type of statistical technique should be employed, the normal or gaussian density function, or the exponential density function, or the Weibull density function. In this case, experimental statistical theory uses the generalized method to demonstrate the behavior of a system, and when the normal density function or Gaussian is applied, it is expected that the result is associated with the proximity condition between the curves of a physical measure. In the exponential density function it is possible to determine the rate of constant failures considering the characteristics of the sample. Finally, the Weibull density function is applied to demonstrate the failure time of a given component.

In the algorithm application of the negative selection algorithm, it was possible to analyze that all signals, without flaws and failures, have a distinct and exclusive approach, and can be applied in a group of signals of minimum sample size. The negative selection algorithm technique allows signals to be analyzed element by element, resulting in the distribution and classification of the signal condition. The result of this application demonstrates that the signals have characteristics that can be applied in the prognosis and fault detection more easily when compared to the statistical method of Gaussian, exponential and Weibull density functions.

**Conclusion**

The FRF analysis methods allow the association of failures in pressure vessels, thus detected and classified according to the characteristics of probability and degree of severity of the failure. This classification allows the security systems to be activated, preventing industrial collapses.

The negative selection AIS technique analyzes samples of frequencies with a high degree of difficulty, separating and qualifying the data-Wiener effectively. The result is an effective matching degree.

This work demonstrates an excellent result for the Wiener-AIS techniques, as they are functional and corresponding, resulting in the prognosis and classification of failures.
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