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Higher-order System of p−nonlinear Difference Equations Solvable in Closed-form with

Variable Coefficients

Ahmed Ghezal and Imane Zemmouri

abstract: In this paper, we investigate the solutions of the following system of p−nonlinear difference
equations

x
(i)
n+1 =

anx
(i+1) mod(p)
n−m

bn + cnx
(i+1) mod(p)
n−m

, n, m ∈ N0, p ∈ N,i ∈ {1, ..., p} ,

where N0 = N ∪ {0} , the sequences (an), (bn) , (cn) , are non-zero real numbers and initial values x
(i)
−j

,

j ∈ {0, ..., m}, i ∈ {1, ..., p} , do not equal −bnc−1
n , for all n ∈ N0. Also, we investigate the behavior of positive

solutions of the above-mentioned system when variable coefficients. Finally, we give some numerical examples
which verify our theoretical result.

Key Words: Difference equations, local stability, periodicity, general solution, system of difference
equations.

Contents

1 Introduction 1

2 On the system of first-order difference equations (1.4) 2

3 On the system of m−order difference equations (1.4) 6

4 Global stability of positive solutions of (1.3) 7

5 Numerical Examples 8

6 Conclusion 13

1. Introduction

In the recent years, there has been a lot of interest in studying nonlinear difference equations and systems.
Not surprisingly therefore,

several studies have been published on this topic (see, e.g., [1] - [24], and the related references therein).
Besides their theoretical value, most of the recent applications have appeared in many scientific areas
such as biology (population dynamics in particular), ecology, physics, engineering and economics (see, e.g.
[6], [7], [8], [17]). It is very worthy to find systems belonging to solvable nonlinear difference equations
systems in closed-form.

Since the paper by Brand [3], the following one-dimensional nonlinear difference equation of Riccati type,

xn+1 =
axn + d

cxn + b
, n ∈ N0, (1.1)

where the initial value x0 is a real number or complex number and the parameters a, b, c and d are the
real numbers with the restrictions c 6= 0 and ab 6= cd, have the most diverse and interesting properties,
especially as regards the distribution of their cluster points. This finding, led Stević [19] to study the
solutions of the Eq. (1.1).
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In [18] the author presented the solutions of the following two-dimensional nonlinear difference equation
generalization of Eq. (1.1):

xn+1 =
axn + d

cxn + b
, yn+1 =

ayn + d

cyn + b
, n ∈ N0, (1.2)

when a = b = c = 1 and d = 0. Its extension with nonconstant coefficients and higher-order is a system
of a huge interest. For this reason, system (1.2) can be extended by interchanging the parameters a, b
and c with the sequences (an)n≥0, (bn)n≥0 and (cn)n≥0. More concretely, another extension of system
(1.2) is the following system of p−dimensional nonlinear difference equations

x
(i)
n+1 =

anx
(i+1) mod(p)
n−m

bn + cnx
(i+1) mod(p)
n−m

, n, m ∈ N0, p ∈ N,i ∈ {1, ..., p} . (1.3)

Now, we consider system (1.3) in the case when a an 6= 0 for all n ∈ N0. Noticing that in this case,
system (1.3) can be written in the form

x
(i)
n+1 =

x
(i+1) mod(p)
n−m

b̃n + c̃nx
(i+1) mod(p)
n−m

, n, m ∈ N0, p ∈ N,i ∈ {1, ..., p} .

where b̃n =
bn

an

and c̃n =
cn

an

, for all n ∈ N0, we see that we may assume that an = 1, for all n ∈ N0.

Hence we consider, without loss of generality, the system

x
(i)
n+1 =

x
(i+1) mod(p)
n−m

bn + cnx
(i+1) mod(p)
n−m

, n, m ∈ N0, p ∈ N,i ∈ {1, ..., p} . (1.4)

using the same notation for coefficients as in (1.3) except for the coefficients an, assuming that an = 1,
for all n ∈ N0.
The remainder of the paper is organized as follows: In section 2, we study the solutions of the given
system of the p−dimensional nonlinear rational difference equations of first-order. In the next section,
the solutions of the Higher-order system of the p−dimensional nonlinear rational difference equations are
given. In the following section, we investigate the local stability of the equilibrium points and the global
behavior of the given system. Numerical examples to illustrate our results are given in Section 5. Section
6 concludes.

2. On the system of first-order difference equations (1.4)

In the following, we give the closed form of the solutions of the first-order system (1.4) :

x
(i)
n+1 =

x
(i+1) mod(p)
n

bn + cnx
(i+1) mod(p)
n

, n ∈ N0, p ∈ N,i ∈ {1, ..., p} . (2.1)

In any such case, we need to define the recursion equation relating to x
(1)
n+1 by using the backward recursion

of the system (2.1). So, we replace the right-hand side of the expression of x
(p)
n+1 in the penultimate

equation from the system (2.1), we get

x
(p−1)
n+1 =

x
(p)
n

bn + cnx
(p)
n

=
x

(1)
n−1

bnbn−1 + (bncn−1 + cn) x
(1)
n−1

, n ≥ 1.

Similarly, we replace the right-hand side of the expression of x
(p−1)
n+1 in the equation

x
(p−2)
n+1 = x

(p−1)
n /

(
bn + cnx

(p−1)
n

)
from the system (2.1), we get

x
(p−2)
n+1 =

x
(1)
n−2




2∏

j=0

bn−j



+

2∑

k=0





k−1∏

j=0

bn−j



 cn−kx

(1)
n−2

, n ≥ 2,
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where
l∏

j=1

bj = 1 and
l∑

j=1

bj = 0 if l < 1. More generally, by induction, we get the analog for x
(2)
n+1 and

x
(1)
n+1,

x
(2)
n+1 =

x
(1)
n−(p−2)




p−2∏

j=0

bn−j



+

p−2∑

k=0





k−1∏

j=0

bn−j



 cn−kx

(1)
n−(p−2)

, n ≥ p − 2,

x
(1)
n+1 =

x
(1)
n−(p−1)




p−1∏

j=0

bn−j



+

p−1∑

k=0





k−1∏

j=0

bn−j



 cn−kx

(1)
n−(p−1)

, n ≥ p − 1.

In the same context, the system (2.1) can be easily transformed into an equivalent to the following
nonlinear difference equation of p−order,

xn+1 =
xn−(p−1)




p−1∏

j=0

bn−j



+

p−1∑

k=0





k−1∏

j=0

bn−j



 cn−kxn−(p−1)

, n ≥ p − 1.

Indeed, let xn (i) = xpn+i, n ∈ N0, i ∈ {0, 1, ..., p − 1} , we get

xn+1 (i) =
xn (i)

α
(i)
n + β(i)

n xn (i)
, n ≥ p − 1, i ∈ {0, 1, ..., p − 1} ,

where α
(i)
n =






p∏

j=1

bp(n+1)+i−j




 and β(i)
n =

p∑

k=1






k−1∏

j=1

bp(n+1)+i−j




 cp(n+1)+i−k. For this purpose, we

consider the following nonlinear difference equation of first-order,

xn+1 =
xn

αn + βnxn

, n ∈ N0. (2.2)

Note that equation (2.2) can be written in the form

xn+1 =
1

βn

−
1

βn

αn

αn + βnxn

, n ∈ N0. (2.3)

Hence we can use the change of variables yn = (αn + βnxn)
−1

in (2.3) and obtain

yn+1 =
βn

βn+1

1(
1 + αn+1

βn

βn+1

)
− αnyn

, n ∈ N0.

If we use the following change of variables yn = zn/zn+1, n ∈ N0, in the last equation, we get the
homogeneous linear second order difference equation with variable coefficients,

zn+2 −

(
βn+1

βn

+ αn+1

)
zn+1 +

(
βn+1

βn

αn

)
zn = 0, n ∈ N0.

In other words, we have that

zn+2 − αn+1zn+1 −
βn+1

βn

(zn+1 − αnzn) = 0, n ∈ N0. (2.4)
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Using the change of variables un = zn −αn−1zn−1, n ∈ N, equation (2.4) becomes un+2 =
βn+1

βn

un+1, n ∈

N0, so its solution is un =
βn−1

β0

u1, n ∈ N0, thus we have the following linear first-order difference equation

with variable coefficients,

zn = αn−1zn−1 +
βn−1

β0

(z1 − α0z0) , n ∈ N. (2.5)

Equation (2.5) can be solved in closed form in many ways, and its general solution is

zn =






n∏

j=1

αn−j




 z0 +
1

β0

(z1 − α0z0)

n∑

k=1






k−1∏

j=1

αn−j




 βn−k.

Hence, we have

yn =





n∏

j=1

αn−j



 y0 +

1

β0

(1 − α0y0)

n∑

k=1





k−1∏

j=1

αn−j



 βn−k





n∏

j=0

αn−j



 y0 +

1

β0

(1 − α0y0)
n∑

k=0





k−1∏

j=0

αn−j



 βn−k

, n ∈ N0.

So, we get that the solutions of the difference equation (2.2) is

xn =
x0




n∏

j=1

αn−j



+ x0

n∑

k=1





k−1∏

j=1

αn−j



 βn−k

, n ∈ N0.

From all above mentioned we see that the following corollary holds.

Corollary 2.1. Let {xn}n≥−(p−1) be a solution of Equation (2.1). Then for n ≥ − (p − 1),

xpn+i =
xi




n∏

j=1

α
(i)
n−j



+ xi

n∑

k=1





k−1∏

j=1

α
(i)
n−j



β

(i)
n−k

, i ∈ {0, 1, ..., p − 1} , (2.6)

where α
(i)
n =






p∏

j=1

bp(n+1)+i−j




 and β(i)
n =

p∑

k=1






k−1∏

j=1

bp(n+1)+i−j




 cp(n+1)+i−k.

Corollary 2.2. In the constant case, i.e., when the coefficients are constants (bn = b and cn = c for

all n ∈ N) , in the Corollary (2.1), the solution (2.6) reduces to

xpn+i =
xi

bpn + cxi

n∑
k,l=1

bp(k−1)+l−1

, i ∈ {0, 1, ..., p − 1} , for n ≥ − (p − 1) .

Theorem 2.3. Let
{

x
(1)
n , x

(2)
n , ..., x

(p)
n

}

n≥0
be solutions of system (2.1). Then

{
x

(p−t)
p(n+1)−j

}

n≥0
is given

by the formula for n ≥ p − 1,

x
(p−t)
p(n+1)−i

=





x
(p−i−t)
0

δ1 (n, i, t) + (δ2 (n, i, t) + δ3 (n, i, t)) x
(p−i−t)
0

, if i + t ∈ {0, 1, ..., p − 1}

x
(p−s+1)
0

δ̃1 (n, s, t) +
(

δ̃2 (n, s, t) + δ̃3 (n, s, t)
)

x
(p−s+1)
0

, if i + t ∈ {p, ..., 2p − 2}
, (2.7)
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where t ∈ {0, 1, ..., p − 1} , i + t + 1 ≡ s mod (p) and (δu (n, i, t) , δ̃u (n, s, t) , u = 1, 2, 3) is the appro-

priate sequence can easily obtain and uniquely determined by {bn, cn} , i.e.,

δ1 (n, i, t) =






n∏

j=1

α
(p−i−t−1)
n−j











p−i−t−1∏

j=1

bp−i−t−j











t+1∏

j=1

bp(n+1)−i−j




 ,

δ2 (n, i, t) =






t+1∏

j=1

bp(n+1)−i−j









p−i−t−1∑

k=1






n∏

j=1

α
(p−i−t−1)
n−j











k−1∏

j=1

bp−i−t−j




 cp−i−t−k

+

n∑

k=1






k−1∏

j=1

α
(p−i−t−1)
n−j




 β
(p−i−t−1)
n−k


 ,

δ3 (n, i, t) =

t+1∑

k=1






k−1∏

j=1

bp(n+1)−i−j




 cp(n+1)−i−k,

δ̃1 (n, s, t) =





n∏

j=2

α
(p−s)
n−j









p−s−1∏

j=0

bp−s−j









t∏

j=0

bpn+t−s−j



 ,

δ̃2 (n, s, t) =





t∏

j=0

bpn+t−s−j








p−s−1∑

k=0





n∏

j=2

α
(p−s)
n−j









k−1∏

j=0

bp−s−j



 cp−s−k +

n∑

k=2





k−1∏

j=2

α
(p−s)
n−j



 β

(p−s)
n−k



 ,

δ̃3 (n, s, t) =

t∑

k=0





k−1∏

j=0

bpn+t−s−j



 cpn+t−s−k.

Proof. By Corollary (2.1), we obtain

x
(1)
pn+(p−i) =

x
(1)
p−i




n∏

j=1

α
(p−i)
n−j



+ x

(1)
p−i

n∑

k=1





k−1∏

j=1

α
(p−i)
n−j



 β

(p−i)
n−k

, i ∈ {0, 1, ..., p − 1} .

Using (2.1), we get

x
(1)
p−i =

x
(p−i+1)
0





p−i−1∏

j=0

bp−i−j




+ x
(p−i+1)
0

p−i−1∑

k=0






k−1∏

j=0

bp−i−j




 cp−i−k

, i ∈ {0, 1, ..., p − 1} ,

x
(1)
p(n+1)−i

= x
(p−i+1)
0









n∏

j=1

α
(p−i)
n−j









p−i−1∏

j=0

bp−i−j



+

p−i−1∑

k=0





n∏

j=1

α
(p−i)
n−j









k−1∏

j=0

bp−i−j





×cp−i−kx
(p−i+1)
0 +

n∑

k=1





k−1∏

j=1

α
(p−i)
n−j



β

(p−i)
n−k x

(p−i+1)
0




−1

,

for i ∈ {0, 1, ..., p − 1} . By using the following recurrence relation

x
(p−t)
n+1 =

x
(1)
n−t




t∏

j=0

bn−j



+

t∑

k=0





k−1∏

j=0

bn−j



 cn−kx

(1)
n−t

, t ∈ {0, 1, ..., p − 1} ,
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we have

x
(p−t)
p(n+1)−i

=
x

(1)
p(n+1)−i−t−1




t+1∏

j=1

bp(n+1)−i−j



+

t+1∑

k=1





k−1∏

j=1

bp(n+1)−i−j



 cp(n+1)−i−kx

(1)
p(n+1)−i−t−1

, i, t ∈ {0, 1, ..., p − 1},

that is,

x
(p−t)
p(n+1)−i

=
x

(p−i−t)
0

δ1 (n, i, t) + (δ2 (n, i, t) + δ3 (n, i, t)) x
(p−i−t)
0

, if i + t ∈ {0, 1, ..., p − 1} ,

and

x
(p−t)
p(n+1)−i

=
x

(p−s+1)
0

δ̃1 (n, s, t) +
(

δ̃2 (n, s, t) + δ̃3 (n, s, t)
)

x
(p−s+1)
0

, if i + t ∈ {p, ..., 2p − 2} .

�

Corollary 2.4. In the constant case, in the Theorem (2.3), the solution (2.7) reduces to

x
(p−t)
p(n+1)−i

=





x
(p−s+1)
0

bp(n+1)+1+t−s + c

(
bpn+t

p−s∑
k=1

bk + bt
n−1∑
k=0

bk
p∑

l=1

bl +
t∑

k=0

bk

)
x

(p−s+1)
0

,

if i + t = s − 1 ∈ {0, 1, ..., p − 1}

x
(p−s+1)
0

bpn+1+t−s + c

(
bp(n−1)+t

p−s∑
k=1

bk + bt
n−2∑
k=0

bk
p∑

l=1

bl +
t∑

k=0

bk

)
x

(p−s+1)
0

,

if i + t = p + s − 1 ∈ {p, ..., 2p − 2}

.

3. On the system of m−order difference equations (1.4)

In this section, we focus on the form of system (2.1) which generalizes (1.4) in a very agile way of planning.
In other words, we use an appropriate transformation reducing this system to the elegant system of first-
order difference equations by which the solution of system (1.4) can be established. We do this as follows,

let x
(t)
n (i) = x

(t)
(m+1)n−i

, i ∈ {0, ..., m} , t ∈ {1, ..., p} , with this notation, we obtain the following system

of first-order difference equations

x
(t)
n+1 (i) =

x
(t+1) mod(p)
n (i)

b(m+1)(n+1)−i−1 + c(m+1)(n+1)−i−1x
(t+1) mod(p)
n (i)

,t ∈ {1, ..., p} , i ∈ {0, ..., m} . (3.1)

System (3.1) is the same as the system (2.1). We are now in a position to state the following theorem
similar to Theorem 2.3.

Theorem 3.1. Let
{

x
(1)
n (i) , x

(2)
n (i) , ..., x

(p)
n (i)

}

n≥0
be solutions of system (3.1), i ∈ {0, ..., m}. Then

{
x

(p−t)
p(n+1)−u

(i)
}

n≥0
is given by the formula for n ≥ p − 1,

x
(p−t)
p(n+1)−u

(i) =






x
(p−u−t)
0 (i)

γ1 (n, u, t) + (γ2 (n, u, t) + γ3 (n, u, t)) x
(p−u−t)
0 (i)

, if u + t ∈ {0, 1, ..., p − 1}

x
(p−s+1)
0

γ̃1 (n, s, t) + (γ̃2 (n, s, t) + γ̃3 (n, s, t)) x
(p−s+1)
0 (i)

, if u + t ∈ {p, ..., 2p − 2}

, (3.2)

where t ∈ {0, 1, ..., p − 1} , u+ t+1 ≡ s mod (p) , i ∈ {0, ..., m} and (γv (n, u, t) , γ̃v (n, s, t))v=1,2,3 is given

to replace {bn, cn} in
(

δv (n, u, t) , δ̃v (n, s, t)
)

v=1,2,3
by
{

b(m+1)(n+1)−i−1, c(m+1)(n+1)−i−1

}
.
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Corollary 3.2. In the constant case, in the Theorem 3.1, the solution (3.2) reduces to

x
(p−t)
p(n+1)−u

(i) =





x
(p−s+1)
0 (i)

bp(n+1)+1+t−s + c

(
bpn+t

p−s∑

k=1

bk + bt

n−1∑

k=0

bk

p∑

l=1

bl +

t∑

k=0

bk

)
x

(p−s+1)
0 (i)

,

if u + t = s − 1 ∈ {0, 1, ..., p − 1}

x
(p−s+1)
0 (i)

bpn+1+t−s + c

(
bp(n−1)+t

p−s∑

k=1

bk + bt

n−2∑

k=0

bk

p∑

l=1

bl +

t∑

k=0

bk

)
x

(p−s+1)
0 (i)

,

if u + t = p + s − 1 ∈ {p, ..., 2p − 2}

.

The following theorem due to Theorem 3.1, gives us the main result for the system of p nonlinear difference
equations of high-order (1.4).

Theorem 3.3. Let
{

x
(1)
n , x

(2)
n , ..., x

(p)
n

}

n≥−m
be solutions of system (1.4). Then for n ≥ p − 1,

x
(p−t)
(m+1)(p(n+1)−u)−i

=






x
(p−u−t)
−i

γ1 (n, u, t) + (γ2 (n, u, t) + γ3 (n, u, t)) x
(p−u−t)
−i

, if u + t ∈ {0, 1, ..., p − 1}

x
(p−s+1)
−i

γ̃1 (n, s, t) + (γ̃2 (n, s, t) + γ̃3 (n, s, t)) x
(p−s+1)
−i

, if u + t ∈ {p, ..., 2p − 2}

,

(3.3)
where t ∈ {0, 1, ..., p − 1} , u + t + 1 ≡ s mod (p) , i ∈ {0, ..., m} .

Corollary 3.4. In the constant case, in the Theorem (3.3), the solution (3.3) reduces to

x
(p−t)
(m+1)(p(n+1)−u)−i

=





x
(p−s+1)
−i

bp(n+1)+1+t−s + c

(
bpn+t

p−s∑

k=1

bk + bt

n−1∑

k=0

bk

p∑

l=1

bl +

t∑

k=0

bk

)
x

(p−s+1)
−i

,

if u + t = s − 1 ∈ {0, 1, ..., p − 1}

x
(p−s+1)
−i

bpn+1+t−s + c

(
bp(n−1)+t

p−s∑

k=1

bk + bt

n−2∑

k=0

bk

p∑

l=1

bl +
t∑

k=0

bk

)
x

(p−s+1)
−i

,

if u + t = p + s − 1 ∈ {p, ..., 2p − 2}

.

Remark 3.5. In this remark we use the formulae in Theorem 3.3 to get solutions of system (1.3), when

an 6= 0 for n ∈ N0. So, we replace sequences (bn)n∈N0
and (cn)n∈N0

in formulas of Theorem 3.3 with

sequences

(
bn

an

)

n∈N0

and

(
cn

an

)

n∈N0

.

4. Global stability of positive solutions of (1.3)

In the following, we will study the global stability character of the solutions of system (1.3). Clearly, the
unique positive equilibrium of system (1.3) is

E =
(

x(1), x(2), ..., x(p)
)

= (0, 0, ..., 0) .

Such as many system of p difference equations, it is usually beneficial to linearized system (1.3) about
the equilibrium point E in order to further simplify its study. For this reason, introducing the vectors
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X ′
n :=

(
X ′

n (1) , ..., X ′
n (p)

)
and X ′

n (i) =
(

x
(i)
n , x

(i)
n−1, ..., x

(i)
n−m

)
, for 1 ≤ i ≤ p. With these notations, we

obtain the following representation

Xn+1 = MnXn, (4.1)

where

Mn =




K
an

bn

J O(m) · · · O(m) O(m)

O(m) K
an

bn

J · · · O(m) O(m)

...
...

...
. . .

...
...

O(m) O(m) O(m) · · · K
an

bn

J

an

bn

J O(m) O(m) · · · O(m) K




, K =

(
O′

(m−1) 0

I(m−1) O(m−1)

)
,

with O(k,l) denotes the matrix of order k × l whose entries are zeros, for simplicity, we set O(k) := O(k,k)

and O(k) := O(k,1), J is m × m matrix each of whose entries are zeros except a 1 at the (1, m)th position
and I(m) is the m × m identity matrix. We summarize the above discussion in the following theorem

Theorem 4.1. The unique positive equilibrium point E is locally asymptotically stable.

Proof. After some elementary calculations, the characteristic polynomial of Mn is

PMn
(λ) = (−1)

p(m+1)
P1 (λ) + (−1)

m
P2,n (λ) , where P1 (λ) = λp(m+1) and P2,n (λ) = ap

nb−p
n , then

|P2,n (λ)| < |P1 (λ)| , ∀λ : |λ| = 1. So, according to Rouche’s Theorem P1 and P1 + P2,n have the same
number of zeros in the unit disc |λ| < 1, and since P1 admits as root λ = 0 of multiplicity p (m + 1), then
all the roots of P1 + P2,n are in the disc |λ| < 1. Thus, the equilibrium point is locally asymptotically
stable. �

Corollary 4.2. For every well defined solution of system (1.3), if

lim

(
min

(
3∑

v=1

γ̃v (., ., .) ,

3∑

v=1

γv (., ., .)

))
= +∞

, we have lim x
(p−t)
n = 0, for each 0 ≤ t ≤ p − 1.

Proof. From Theorem 3.1 and under the condition lim

(
min

(
3∑

v=1

γ̃v (., ., .) ,

3∑

v=1

γv (., ., .)

))
= +∞, we

have lim x
(p−t)
n = 0, for each 0 ≤ t ≤ p − 1. �

The following Corollary is a direct consequence of Theorems 4.1 and Corollary 4.2.

Corollary 4.3. The unique positive equilibrium point E is globally asymptotically stable.

5. Numerical Examples

In order to illustrate and support theoretical results of the previous section, we consider several interesting
numerical examples in this section.

Example 5.1. We consider interesting numerical example for the difference equations system (1.3) with

the initial conditions

x
(1)
−2 = 48

5 , x
(2)
−2 = 73

37 , x
(3)
−2 = 2

11 , x
(4)
−2 = 24

35 , x
(5)
−2 = 7

8

x
(1)
−1 = 28

39 , x
(2)
−1 = 5

12 , x
(3)
−1 = 5, x

(4)
−1 = 11

9 , x
(5)
−1 = 4

5

x
(1)
0 = 15

87 , x
(2)
0 = 31

35 , x
(3)
0 = 19

3 , x
(4)
0 = 1

3 , x
(5)
0 = 5

3

. (5.1a)
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Moreover, choosing the sequences an = n + 1, bn = n2 + 2 and cn = n + 3, the system (1.3) can be written

as follows:

x
(i)
n+1 =

(n + 1) x
(i+1) mod(5)
n−2

n2 + 2 + (n + 3) x
(i+1) mod(5)
n−2

, n ∈ N0,i ∈ {1, 2, 3, 4, 5} , (5.1b)

n = 0, 1, ... The plot of the system (5.1b) is shown in Figure 1.

Figure 1: This figure shows the solutions of the system (5.1b),when we put the initial conditions (5.1a).

Example 5.2. We consider interesting numerical example for the difference equations system (1.3) with

the initial conditions

x
(1)
−3 = 1.6, x

(2)
−3 = 2.3, x

(3)
−3 = 3.9, x

(4)
−3 = 10.1, x

(5)
−3 = 3.4, x

(6)
−3 = 8.3

x
(1)
−2 = 5.2, x

(2)
−2 = 4.5, x

(3)
−2 = 8.3, x

(4)
−2 = 1.3, x

(5)
−2 = 3.2, x

(6)
−2 = 3.1

x
(1)
−1 = 6.0, x

(2)
−1 = 1.6, x

(3)
−1 = 4.0, x

(4)
−1 = 4.3, x

(5)
−1 = 5.2, x

(6)
−1 = 2.5

x
(1)
0 = 2.6, x

(2)
0 = 6.0, x

(3)
0 = 6.4, x

(4)
0 = 2.4, x

(5)
0 = 12.0, x

(6)
0 = 7.0

. (5.2a)

Moreover, choosing the sequences an = (n + 1)−1 , bn = n + 2 and cn = (n + 1)−1 , the system (1.3) can

be written as follows:

x
(i)
n+1 =

x
(i+1) mod(6)
n−3

(n + 2) (n + 1) + x
(i+1) mod(6)
n−3

, n ∈ N0,i ∈ {1, 2, 3, 4, 5, 6} , (5.2b)

n = 0, 1, ... The plot of the system (5.2b) is shown in Figure 2.
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Figure 2: This figure shows the solutions of the system (5.2b), when we put the initial conditions (5.2a).

Example 5.3. We consider interesting numerical example for the difference equations system (1.3) with

the initial conditions

x
(1)
−2 = 1.0, x

(2)
−2 = 1.3, x

(3)
−2 = 0.1, x

(4)
−2 = 7.0, x

(5)
−2 = 2.1, x

(6)
−2 = 2.3

x
(1)
−1 = 0.2, x

(2)
−1 = 5.0, x

(3)
−1 = 3.0, x

(4)
−1 = 8.2, x

(5)
−1 = 11.2, x

(6)
−1 = 5.0

x
(1)
0 = 6.0, x

(2)
0 = 0.7, x

(3)
0 = 6.0, x

(4)
0 = 3.5, x

(5)
0 = 2.0, x

(6)
0 = 1.9

. (5.3a)

Moreover, choosing the sequences an = 2, bn = 4 and cn = 3, the system (1.3) can be written as follows:

x
(i)
n+1 =

2x
(i+1) mod(6)
n−2

4 + 3x
(i+1) mod(6)
n−2

, n ∈ N0,i ∈ {1, 2, 3, 4, 5, 6} , (5.3b)

n = 0, 1, ... The plot of the system (5.3b) is shown in Figure 3.

Figure 3: This figure shows the solutions of the system (5.3b), when we put the initial conditions (5.3a).
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Example 5.4. We consider interesting numerical example for the difference equations system (1.3) with

the initial conditions

x
(1)
−1 = 12.0, x

(2)
−1 = 2.3, x

(3)
−1 = 42.1, x

(4)
−1 = 7.0

x
(1)
0 = 4.0, x

(2)
0 = 22.5, x

(3)
0 = 9.0, x

(4)
0 = 17.0

. (5.4a)

Moreover, choosing the sequences an = e−n, bn = n2 + 1 and cn = ln (n + 2) , the system (1.3) can be

written as follows:

x
(i)
n+1 =

e−nx
(i+1) mod(4)
n−1

n2 + 1 + ln (n + 2) x
(i+1) mod(4)
n−1

, n ∈ N0,i ∈ {1, 2, 3, 4} , (5.4b)

n = 0, 1, ... The plot of the system (5.4b) is shown in Figure 4.

Figure 4: This figure shows the solutions of the system (5.4b), when we put the initial conditions (5.4a).

Example 5.5. We consider interesting numerical example for the difference equations system (1.3) with

the initial conditions

x
(1)
−1 = 1.6, x

(2)
−1 = 2.3, x

(3)
−1 = 5.1, x

(4)
−1 = 11.0, x

(5)
−1 = 2.1, x

(6)
−1 = 12.3, x

(7)
−1 = 1.3

x
(1)
0 = 6.2, x

(2)
0 = 3.5, x

(3)
0 = 3.0, x

(4)
0 = 3.2, x

(5)
0 = 1.2, x

(6)
0 = 5.0, x

(7)
0 = 14.0

. (5.5a)

Moreover, choosing the sequences an = 0.11, bn = ln
(
n2 + 1

)
and cn = 0.25, the system (1.3) can be

written as follows:

x
(i)
n+1 =

0.11x
(i+1) mod(7)
n−1

ln (n2 + 1) + 0.25x
(i+1) mod(7)
n−1

, n ∈ N0,i ∈ {1, 2, 3, 4, 5, 6, 7} , (5.5b)

n = 0, 1, ... The plot of the system (5.5b) is shown in Figure 5.
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Figure 5: This figure shows the solutions of the system (5.5b), when we put the initial conditions (5.5a).

Example 5.6. We consider interesting numerical example for the difference equations system (1.3) with

the initial conditions

x
(1)
−3 = 1.6, x

(2)
−3 = 2.3, x

(3)
−3 = 3.9, x

(4)
−3 = 10.1, x

(5)
−3 = 3.4, x

(6)
−3 = 8.3

x
(1)
−2 = 5.2, x

(2)
−2 = 4.5, x

(3)
−2 = 8.3, x

(4)
−2 = 1.3, x

(5)
−2 = 3.2, x

(6)
−2 = 3.1

x
(1)
−1 = 6.0, x

(2)
−1 = 1.6, x

(3)
−1 = 4.0, x

(4)
−1 = 4.3, x

(5)
−1 = 5.2, x

(6)
−1 = 2.5

x
(1)
0 = 2.6, x

(2)
0 = 6.0, x

(3)
0 = 6.4, x

(4)
0 = 2.4, x

(5)
0 = 12.0, x

(6)
0 = 7.0

. (5.6a)

Moreover, choosing the sequences an = n + 2, bn = n + 1 and cn = 1, the system (1.3) can be written as

follows:

x
(i)
n+1 =

(n + 2) x
(i+1) mod(6)
n−3

n + 1 + x
(i+1) mod(6)
n−3

, n ∈ N0,i ∈ {1, 2, 3, 4, 5, 6} , (5.6b)

n = 0, 1, ... The plot of the system (5.6b) is shown in Figure 6.
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Figure 6: This figure shows the solutions of the system (5.6b), when we put the initial conditions (5.6a).

6. Conclusion

In this paper, we represented the general solutions of p−dimensional systems of nonlinear rational differ-
ence equations with variable coefficients of (m + 1) −order. Firstly, we have obtained the closed-form of
well-defined solutions of first-order, i.e., m = 0, which enables us to use an appropriate transformation
reducing the equations of our system (1.3) to first-order. In addition, in the case where the coefficients are
constant in the system, we have obtained the solutions for this case. Secondly, we presented some results
about the general behavior of the solutions of this system. Finally, we will give the following important
open problem for system of difference equations theory to researchers. The system (1.3) can extend to
equations more general than that in (1.3). For example, the p−dimensional system of nonlinear rational
difference equations of (max (m, k) + 1) −order,

x
(i)
n+1 =

a
(i)
n x

(i+1) mod(p)
n−k

b
(i)
n + c

(i)
n x

(i+1) mod(p)
n−m

, n, m, k ∈ N0, p ∈ N,i ∈ {1, ..., p} ,

where N0 = N ∪ {0} , the sequences
(

a
(i)
n

)
,
(

b
(i)
n

)
,
(

c
(i)
n

)
, are non-zero real numbers and initial values

x
(i)
−j , j ∈ {0, ..., max (m, k)}, i ∈ {1, ..., p} , do not equal −b

(i)
n

(
c

(i)
n

)−1

, for all n ∈ N0.
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15. A.Y. Özban. (2006). On the positive solutions of the system of rational difference equations xn+1 = 1/yn−k , yn+1 =
yn/xn−myn−m−k . Journal of Mathematical Analysis and Applications. 323 (1), 26 − 32.
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18. S. Stević. (2012). On some solvable systems of difference equations. Applied Mathematics and Computation, 218(9),
5010 − 5018.
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