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Enhancement of modified Logarithmic Product Cum Ratio type estimator of population
coefficient of variation

Fazal Hassan, Sohail Akhtar, Aqsa Ali, Zanib Shabir, Khan Bahadar, Muhammad Awais

abstract: Estimating population parameters has been a problematic component of a sample survey for
a particular time, and many attempts have been made to enhance the precision of the parameters of these
estimators. The Taylor series approach is used to calculate the suggested estimator mean squared error. We
calculated the MSEs of recommended and competing estimators using R programming. The result of this
study, a numerical investigation, and figures showed that the suggested estimator outperformed the existing
estimators

Key Words: Population coefficient of variation, auxiliary data, Logarithmic-Product-Cum-Ratio-
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1. Introduction

The coefficient of Variation (C.V.) is a measure of dispersion without regard to units. It is, therefore,
often employed in several scientific and social inquiries. C.V. has received much attention in models of
infinite populations but has yet to receive more attention in those of finite populations. Numerous uses of
C.V. involve finite populations, such as their usage in official statistics and World Bank economic surveys.

The additional statistical data connected to the research variable is referred to in the statistical liter-
ature as auxiliary (or supplemental) information. Reports created from records held at service delivery
centres, surveys, and data acquired via the recording of actual evidence are examples of auxiliary data.
It separates effective sampling tactics from those not, regardless of the data type produced. A common
practice in sampling procedures is the use of supplementary data. It has mainly been applied by Watson
[1] and Cochran [2] to create a valuable class of estimators. The use of auxiliary data in various appli-
cations has recently been the subject of several significant papers that have recently been published by
Zaman and Bulut [3] and Shahzad [4].

Several studies illustrate the use of auxiliary information in estimation, including Singh [5], Singh
[6], Khoshnevisan [7], Patel [8], Singh and Kumar [9], Malik and Singh [10], and Singh [11]. Over time,
the estimation of the population means and variances have been the subject of extensive research by
several authors. Still, the estimation of the population coefficient of variation requires more attention.
In 1992–93, Das and Tripathi [12] introduced an estimator for the coefficient of variation when samples
were selected using the simple random sampling without replacement (SRSWOR) method. (Breunig
[13] proposed an almost unbiased estimator of the coefficient of variation. In a normal distribution,
Patel and Shah [8] and Mahmoundvand and Hassani [14] proposed an estimate of the population CV
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based on a roughly unbiased estimator. The confidence intervals for C.V. can also be estimated using
this estimator and its variance. Panichkitkosolkul [15] Researched this area and recommended better
confidence intervals for the C.V. (Sisodia and Dwivedi [16] proposed a modified ratio estimator based on
the auxiliary variable coefficient of variation.

2. Nomenclature

The notation will be circulated throughout the paper as described below:
s2
y=

1
n−1

∑n
i=1 (y i−ȳ)

2
: The sample variance of the studied variable y,

s2
x=

1
n−1

∑n
i=1 (x i−x̄ )

2
: The sample variance of the auxiliary variable x,

sxy=
1

n−1

∑n
i=1 (x i−x̄ ) (y i−ȳ): The sample covariance of the Y and X.

x̄= 1
n

∑n
i=1 x i : Sample mean of thex̄ ,

ȳ= 1
n

∑n
i=1 y i : sample mean of theȳ ,

S2
x=

1
N−1

∑N
i=1

(
x i−X̄

)2
: Population variance of the auxiliary variate x,

S2
y=

1
N−1

∑N
i=1

(
y i−Ȳ

)2
: Population variance of the study variate y,

Sxy=
1

N−1

∑N
i=1

(
X i−X̄

) (
Y i−Ȳ

)
: Population covariance of the Y and X,

X̄= 1
N

∑N
i=1 X i : Sample mean ofX̄ ,

Ȳ= 1
N

∑N
i=1 Y i : Sample mean ofȲ ,

MSE (.): mean square error of the estimator

PRE=MSE(t0)
MSE(tp)

×100: Percentage relative efficiency of the estimator tpovert0.

Now let us define
E (e0 )= E (e1 )= E (e2 )= E (e3)= 0 ,

E
(
e2
0

)
= γC 2

y ,E
(
e2
1

)
= γC 2

x ,E
(
e2
2

)
= γ (λ40−1 ) ,E

(
e2
3

)
= γ (λ04−1 ) ,

E (e0e1 )= γρC yC x ,E (e0e2 )= γC yλ30 ,E (e0e3 )= γC yλ12 ,

E (e1e2 )= γC xλ21 ,E (e1e3 )= γC xλ03 ,E (e2e3 )= γ (λ22−1 ) ,

ȳ=Ȳ (1 + e0 ) ,x̄=X̄ (1 + e1 ) , sy= Sy (1 + e2 )
1/2 ,

sx= Sx (1 + e3 )
1/2 , s2

y= S2
y (1 + e2 ) , s

2
x= S2

x (1 + e3 )

This sample proportion is the population coefficient of variation for the study variable Y and auxiliary
variable X. It Also denotes the correlation coefficient between X and Y.

3. Some Existing Estimators in Literature

The standard approach to estimate the population coefficient of variation using auxiliary variable infor-
mation is through an unbiased estimator, which can be expressed as:

t0=Ĉ y=
sy

ȳ
(3.1)

The MSE is given in (3.2)

MSE(t0 ) = C
2
yγ

(
C 2

y+
1

4
(λ40−1 )−C yλ30

)
(3.2)

Archana & Rao [18] introduced ratio estimators for the population coefficient of variation, utilising data
on the sample mean, the population mean, sample variance, and population variance of the auxiliary
variable, as described in equations (3.3) and (3.4).

tAR1=Ĉ y

(
X̄

x̄

)
(3.3)

tAR2=Ĉ y

(
S2

y

s2
y

)
(3.4)
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The mean square error (MSE) expression of the estimator tAR is given by:

MSE(tAR1 ) = C
2
yγ

(
C 2

y+
1

4
(λ40−1 )+C 2

x−C xλ21−C yλ30+2ρC yC x

)
(3.5)

MSE(tAR2 ) = C
2
yγ

(
C 2

y+
1

4
(λ40−1 )+ (λ04−1 )− (λ22−1 )−C yλ30+2C yλ12

)
(3.6)

Singh [11]. Based on data on a single auxiliary variable, the population mean, the following estimators
for the coefficient of variation are available:

t1=Ĉ y

(
X̄

x̄

)α

(3.7)

t2=Ĉ yexp

{
β

(
X̄−x̄

X̄+x̄

)}
(3.8)

t3=Ĉ y+d1

(
X̄−x̄

)
(3.9)

The estimators’ MSE expressions are provided by,

MSE (t1 )= C 2
yγ

(
C 2

y+
1

4
(λ40−1 )+α2C 2

x−C yλ30+2αρC yC x−αC xλ21

)
(3.10)

MSE (t2)= C 2
yγ

(
C 2

y+
1

4
(λ40−1 )+

β2C 2
x

4
−C yλ30+βρC yC x−

β

2
C xλ21

)
(3.11)

MSE (t3)=γ

[
C 2

y

(
C 2

y−C yλ30+
1

4
(λ40−1 )

)
+ d21X̄

2C 2
x + 2d1X̄ρC 2

yC x − d1X̄C yC xλ21

]
(3.12)

Where α =
λ21−2ρCy

2Cx
, β =

λ21−2ρCy

Cx
, d1 =

Cyλ21−2ρC2
y

2X̄Cx

Based on information on a single auxiliary variable, population variance, Singh [11] developed the fol-
lowing estimators for the coefficient of variation as

t4=Ĉ y

(
S2

x

s2
x

)α

(3.13)

t5=Ĉ yexp

{
β

(
S2

x−s2
x

S2
x+s2

x

)}
(3.14)

t6=Ĉ y+d2

(
S2

x−s2
x

)
(3.15)

The estimators’ MSE expressions are provided by,

MSE (t4 )= γC 2
y

[
C 2

y+
1

4
(λ40−1 )+α2 (λ04−1 )−C yλ30+2αC yλ12−α (λ22−1 )

]
(3.16)

MSE (t5 )= γC 2
y

[
C 2

y+
1

4
(λ40−1 )+

β2 (λ04−1 )

4
−C yλ30+βC yλ12−

β (λ22−1 )

2

]
(3.17)

MSE (t6 )= γ

[
C 2

y

(
C 2

y−C yλ30+
1
4 (λ40−1 )

)
+2C 2

yd2S
2
xλ12+d2

2S
4
x (λ04−1 )−

C yd2S
2
x (λ22−1 )

]
, (3.18)

where α =
(λ22−1)−2C yλ12

2(λ04−1) ,β =
(λ22−1)−2C yλ12

(λ04−1) , d2=
C y (λ22−1)−2C 2

yλ12

2S2
x (λ04−1)



4 Fazal Hassan, Sohail Akhtar, Aqsa Ali, Zanib Shabir, Khan Bahadar, Muhammad Awais

As described in equation (3.7), Yunusa [18] developed a logarithmic ratio type estimator for calculating
the population coefficient of variation using the sample mean, the population mean, sample variance, and
the population variance of the auxiliary variable.

ty=Ĉ y

(
Ln

(
S2

y

)
Ln

(
s2
y

) ) (3.19)

The mean square error (MSE) expression of the estimator is given by:

MSE(ty) = C
2
yγ

(
C 2

y+
1

4
(λ40−1 )+

(λ04−1 )(
Ln

(
S2

x

))2 − (λ22−1 )

Ln
(
S2

x

)−C yλ30+
2C yλ12

Ln
(
S2

x

)) (3.20)

Using the logarithmic-product-cum-ratio estimator, Mojeed [19] determined the variance coefficient of a
population by using the following estimator:

Tam = Ĉy

(
ln (x̄)

ln
(
X̄
))( ln

(
S2
x

)
ln (s2x)

)
(3.21)

The estimators’ MSE expressions derive from,

MSE (T am)= C 2
yγ

(
(λ40−1)

4 +C 2
y+θ2

1C
2
x+θ2

2 (λ04−1 )−C yλ30+θ1C xλ21−θ2 (λ22−1 )−
2θ1ρC yC x+2θ2C yλ12−2θ1θ2C xλ03

)
(3.22)

4. Proposed Estimator:

In order to calculate the coefficient of variation, we presented the following modified logarithmic-product-
cum-ratio type estimator. This approach was motivated by the work of Mojeed [19].

TF = Ĉy

(
ln (x̄)

ln
(
X̄
))( ln

(
S2
x

)
ln (s2x)

)ϖ

(4.1)

The estimator mentioned above is defined based on the suppositions that.

E (e0 )= E (e1 )= E (e2 )= E (e3)= 0 ,

E
(
e2
0

)
= γC 2

y ,E
(
e2
1

)
= γC 2

x ,E
(
e2
2

)
= γ (λ40−1 ) ,E

(
e2
3

)
= γ (λ04−1 ) ,

E (e0e1 )= γρC yC x ,E (e0e2 )= γC yλ30 ,E (e0e3 )= γC yλ12 ,

E (e1e2 )= γC xλ21 ,E (e1e3 )= γC xλ03 ,E (e2e3 )= γ (λ22−1 ) ,

ȳ=Ȳ (1 + e0 ) ,x̄=X̄ (1 + e1 ) , sy= Sy (1 + e2 )
1/2 ,

sx= Sx (1 + e3 )
1/2 , s2

y= S2
y (1 + e2 ) , s

2
x= S2

x (1 + e3 )

Using the error terms from section 1 to express (4.1) gives us,

TF =
Sy (1 + e2)

1/2

Ȳ (1 + e0)

(
ln
(
X̄ (1 + e1)

)
ln
(
X̄
) )(

ln
(
S2
x

)
+ ln (S2

x (1 + e3))

)ϖ

(4.2)

Using the rule of the logarithm to expand (4.2), we arrived at (4.3)

TF =
Sy (1 + e2)

1/2

Ȳ (1 + e0)

(
ln
(
X̄
)
+ ln (1 + e1)

ln
(
X̄
) )(

ln
(
S2
x

)
ln (S2

x) + ln (1 + e3)

)ϖ

(4.3)
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TF = Cy (1 + e2)
1/2 (1 + e0)

−1
(1 + ζ1 ln (1 + e1)) (1 + ζ2 ln (1 + e3))

−ϖ
(4.4)

Where ζ1 = 1

ln(X̄)
,ζ2 = 1

ln(S2
x)

ln (1 + e1) , (1 + e2)
1
2 , ln (1 + e3) , (1 + e0)

−1

Expand to the first order of approximation, giving us,

TF = Cy

(
1 +

e2
2

− e22
8

)(
1− e0 + e20

)(
1 + ζ1

(
e1 −

e21
2

))(
1−ϖζ2

(
e3 −

e23
2

))
Ignoring the higher order terms.

TF = Cy

(
1− e0 +

e2
2

)
(1 + ζ1e1 −ϖζ2e3)

TF = Cy

(
1− e0 +

e2
2

+ ζ1e1 −ϖζ2e3

)
By simplifying, subtracting from both sides and looking at terms of degree one, we haveTF − Cy =
Cy

(
−e0 +

e2
2 + ζ1e1 −ϖζ2e3

)
Equation is squared on both sides, and the right-side relation is expanded to the closest approximation.

(TF − Cy)
2
=
(
Cy

(e2
2

− e0 + ζ1e1 −ϖζ2e3

))2
(4.5)

(TF − Cy)
2
= C2

y

(
e22
4 + e20 + (ζ1e1)

2
+ (ϖζ2)

2
e23 − e0e2 + ζ1e1e2 −ϖζ2e2e3 − 2ζ1e0e1+

2ϖζ2e0e3 − 2ϖζ1ζ2e1e3

)
(4.6)

To get the MSE of the suggested estimator, take the expectation on both sides of equation (4.6) as follows:

MSE (TF ) = C2
yγ

(
(λ40−1)

4 + C2
y + ζ21C

2
x +ϖ2ζ22 (λ04 − 1)− Cyλ30 + ζ1Cxλ21−

ϖζ2 (λ22 − 1)− 2ζ1ρCxCy + 2ϖζ2Cyλ12 − 2ϖζ1ζ2Cxλ03

)
(4.7)

Differentiate w.r.t, ϖand we obtain (4.8).

ϖ =
(λ22 − 1)− 2Cyλ12 + 2ζ1Cxλ03

ζ2 (λ04 − 1)
(4.8)

5. Numerical Analysis

A numerical analysis was done to understand the suggested estimator’s accuracy further. Below are
descriptions of the population.
Population 1: [Source: Murthy [20], p.399]
In 1963, X represented the area under wheat,
In 1964, Y represented the area under wheat

Table 1: Data Statistics 1
N = 34 n = 15 X̂ = 208.88 Ȳ=199.44 Cx = 0.72
Cy = 0.75 ρ = 0.98 λ21 = 1.0045 λ12 = 0.9406 λ40 = 3.6161
λ04 = 2.8266 λ30 = 1.1128 λ03 = 0.9206 λ22 = 3.0133

Population 2: [Source: Singh [21], p.1116]
In 1993, X represents the number of fish caught,
In 1995, Y represented the number of fish caught,



6 Fazal Hassan, Sohail Akhtar, Aqsa Ali, Zanib Shabir, Khan Bahadar, Muhammad Awais

Table 2: Data Statistics 2
N = 69 n = 40 X̂ = 4591.07 Ȳ=4514.89 Cx = 1.38
Cy = 1.35 ρ = 0.96 λ21 = 2.19 λ12 = 2.30 λ40 = 7.66
λ04 = 9.84 λ30 = 1.11 λ03 = 2.52 λ22 = 8.19

According to Table 1 above, the suggested estimator’s mean square error is relatively low compared to
the estimators considered in this study. Given that the proposed estimator is more excellent, the eater’s
fairly efficient indicates that the suggested estimator has been improved.

Estimators
Data set 1 Data set 2

M S E P R E M S E P R E
t0 0.008 100 0.038 100
tAR1 0.026 30.9 0.085 44.7
tAR2 0.034 23.8 0.188 20.2
t1 0.007 116.5 0.037 102.1
t2 0.007 116.5 0.037 102.1
t3 0.007 116.5 0.037 102.1
t4 0.006 114.9 0.038 101.4
t5 0.006 114.9 0.038 101.4
t6 0.006 114.9 0.038 101.4
TY 0.007 112.3 0.037 101.4
Tam 0.005 141.1 0.035 106.0
TF 0.004 147.8 0.036 107.1

Figures 1 and 2 display the MSE of various estimators and the PRE of the competing estimators.

Figure 1: MSE for different estimators
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Figure 2: PRE of suggested estimate compared to others

6. Discussion and Conclusion:

We recommend a modified LogarithmicProductCum ratio type estimator for estimating the variability
coefficient of the study variable. The natural logarithm of the sample and population means, as well
as the variance of the auxiliary variable, were used in this estimation. The numerical analysis shows
that the suggested estimator is more effective than other current estimators considered in the study.
According to Fig. 1, a modified logarithmic-product-cum ratio estimator provides lower MSE than the
other estimators. According to Fig. 2, a modified logarithmic-product-cum ratio estimator provides
higher relative efficiency. Therefore, the study has found an estimator that can be used in various
commercial decision-making contexts, such as life insurance, car insurance, banking, marketing, etc.
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