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Introduction

In the forty years of existence of derived category, it was first thought as a tool in
algebraic geometry, especially in the development of duality theories that were done
by Hartshorne and others. After these first moments, the theory provided a powerful
homological tool for the study of linear differential equations. The basic example in the
literature that can be found about this is the Riemann-Hilbert problem of associating
suitable regular systems of differential equations to constructible sheaves. This studies
can be found in the work of Kashiwara and Schapira. See M. Kashiwara, P. Schapira
“Sheaves on manifolds” ([15]).

To understand the structure of the derived category is necessary to study the axioms
of triangulated categories that were introduced in the mid 1960’s by J.L.Verdier in his
thesis “Des catégories dérivées des catégories abéliennes” ([21]). The role of the triangles
in the derived category is a similar role of the exact sequence in the abelian category. But
it is important to remember that these axioms had their origins in algebraic geometry
and algebraic topology. Nowadays there are important applications of triangulated
categories in areas like algebraic geometry, algebraic topology (stable homotopy theory),
commutative algebra, differential geometry and representation theory of artin algebras.
See, for instance, the book of D. Happel- “Triangulated categories and the representation
theory of finite dimensional algebras” ([11]).

The objective of this notes is to present an introdutory material to the undergraduate
and graduate students that would like to know some ideas about the derived category.

These are the notes a one week series of introductory lectures which I gave in the
XXIII-Escola de Algebra, in Maringd, Parand, Brazil. Firstly we introduced the concepts
of additive and abelian category to show the axioms of triangulated category that are
our main objective. The triangulated category obey four axioms. We first introduced
the first three axioms and their consequences on chapter one and then the octahedral
axioms in various equivalent forms in a separate section of the first chapter.

The objective of this section is to give a model capable of making this axiom more
palatable since, in general, the form that it is presented in the literature does not
remind the reader of any similar structure in other fields of mathematics. So, we make
the necessary efforts here to present another form of this axiom that is similar to other
tools that could be seen in the abelian categories.

We present in chapter one the main example of triangulated category, the homotopy
category of complexes. Secondly, to understand the morphisms in the derived category
I introduced the concept of localization in chapter two. To those that are starting to
study localization, we present the necessary background to understand the localization
of non commutative ring. We believe that with this model in mind the student will
profit more from the study of localization of categories.
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On chapter two, the student will find the necessary information and exercises to begin
to manipulate morphisms in the derived category. So, on chapter three we introduce
the definition of derived category of an abelian category and we explain how one sees
the original abelian category as a subcategory of its derived category.

After having done all this work, it is natural to have many questions about the behav-
ior of the derived category or its applications. Therefore, we present here a bibliography
in portuguese and in english that will help the students to make further investigations.

The reader that whishes to know the history and the motivation of the begining

of the derived category with many details, should read the introduction of the book
”Sheaves on Manifolds - M. Kashiwara and M. Schapira ([15]).
Acknowledgements: [ am particularly grateful to Sonia Maria Fernandes-DMA-
UFV, Tanise Carnieri Pierin -DMAT-UFPR and Eduardo Nascimento Marcos IME-
USP, who carefully worked through the text and sent me detailed lists of corrections,
questions and remarks. These notes were writen for the first time in 2014 and were
used in a minicourse which I tough in the XXIII-Escola de Algebra in Maringd, Paranad,
Brazil. The last version was written during my visit to IME-USP in 2018, where I got
finantial help of Fapesp, process 2018/08104 — 3.



CHAPTER 1

Triangulated Categories

In this chapter we quickly present the concepts of additive and abelian categories.
We are mainly interested in the defining axioms of abelian category. We give some of
the imediatly properties of these categories, which came from the refered axioms. Next
we define the notion of pre-triangulated categories, which are the triangulated categories
that do not necessarily satisfy the octahedral axiom.

The axioms of pre-triangulate category will be given in a separate section. Pre-
triangulated structures have a lot of similarity with the additive category.

An important example of triangulated category will be presented, the homotopy
category of complexes. Most of the topic compiled here can be found in the book
“Lectures on Derived Categories”, by Milicic ([18]).

1. Additive Category

In this section we present the basic definitions of additive and abelian categories. It
is possible to find many good books about this topic. But nowadays we have on the
internet many thesis (or TCC in Portuguese) about this. I strongly suggest the work
of the student Valente Santiago Vargas from Unam - Mexico ”Elementos de algebra
homoldgica en categorias abelianas y el Teorema de Inmersién en la categoria de grupos
abelianos” ([20]).

DEFINITION 1.1. A category A is called an additive category if the following
conditions hold:
(A1) For every X,Y € Obj A, Hom4(X,Y) is an abelian group and the composition
of morphisms is bilinear over the integers.
(A2) The category A contains a zero object 0 (ie, for an object X € Obj.A, such that
the sets Hom4(X,0) and Hom4(0, X) has precisely one element).
(A3) For every pair of objects X,Y € A there exists a coproduct X @Y in A.

DEFINITION 1.2. Let (M))xea be a family of objects in A. A coproduct

(M, (tx)ren)

of this family is an object M in A and a family of morphisms ¢y : M, — M such
that, if (M, (¢))xea) is a pair with ¢} : My — M’ then, there exists a unique morphism
f: M — M’ such that fu, = ).
ExXAMPLE 1.1. (a) Let R be aring and consider R as a category: ObjA = x and
Hom(*,*) = R. The composition of morphisms is given by ring multiplication.
Then this category satisfies A1. But this category is not additive in general
because there is no zero object or coproduct. The coproduct of * with x would
have to be * together with fixed morphisms
gy -k — %
7
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and

ga k= %,
Then the universal property would mean that for an arbitrary ring, any element
of R, fi : * — *x and f5 : * — % there exists a unique element f factoring them
as fi1 = fg1 and fo = fgo.

(b) Let R be an associative ring with unit element. Then the category Mod R of all
right R-modules is additive. Similarly, the category mod R of finitely generated
R-modules is additive. In particular, the categories Ab of abelian groups and
Veck of vector spaces over a field K are additives.

(c) For a ring R the full subcategory R-Proj of projective right R-modules is ad-
ditive; similarly for R-proj, the category of finitely generated projective right
R-modules.

The zero morphism in Hom(A, B) is a morphism that factors through the object
Z€ro.

LEMMA 1.1. Let A be a category with zero object. Then the set Hom(X,Y) has
precisely one zero morphism.
Proof: We know that a zero morphism « : A — B is a morphism that factors through

the object zero. Let A 5 0 and 0 LNy morphisms in A and let 045 = fa be a zero
morphism. Suppose that 0 is another zero object in A and let 0,5 = f'a/, o/ : A = 0,
B : 0" — B. How 0 and 0/ are zero objects, then there is an unique morphism h : 0 — 0
so the composition ha’ is another morphism from A to 0, so ha/ = «. In the same way
ph = p'. Then 045 = fa = pha = f'a/ =0, 5. O

LEMMA 1.2. Let o : A — B and 0 the zero morphism 0 : C — A. Then a0 = 0
where the last zero is the unique morphism from C' — B that factors through the zero
object.

Proof: We have the following

c—25A-"24B
\TO
0
0
So a0 = («0)0. Then a0 = 0. O

LEMMA 1.3. Let X,Y be objects in A and 1x : X - X BY, 1y : Y = X DY the
morphisms of the coproduct. Then there exist px : X @Y — X andpy : XY —» Y

satisfying pxtx = lx, pxty =0 and pyty = ly,pytx =0 and txpx + typy = lxay.

Proof: The following diagram

X
1x 0
XY Xoy <&y

allows us to say that there exist an unique px : X @Y — X such that pxtx = 1x and
pxty = 0. In the similar way we have the other equations. And finally we have

(txpx + Ltypy)ix = txpxtx + LyPylx = txlxy = tx
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and
(Lxpx + typy )ty = ty.
Then we have two morphisms doing the following diagram commutative:

XaY
LX Ly
XS Xpy <&V
Then LxpPx + Ltypy = 1X@y. O

We introduced next the category of complexes over an aditive category. This category
has a crucial hole in this work.
Let A be an additive category. A complex over A is a family
X* = (X", d¥)nez
of objects X™ of A and morphisms d% : X™ — X"*! such that
dvdyt =0.
The object X™ is called homogeneous component of degree n of X*®. Let X*® and Y* be
complexes over A. A morphism of complexes f*: X* — Y* is a family of morphisms
f=(f": X" — Y") satisfying
fnd?(fl — d?}l/flfnfl.
The complexes over an additive category A together with the morphism of complexes
form a category C(A), the category of complexes over A.

PROPOSITION 1.4. Let A be an additive category. The category of complezes C(A)
18 again additive.

Proof: The addition of morphism of complexes is defined in the following way

fH9=0"+9")nez

It is easy to check that (A1) in the definition of additive category holds. The zero object
in C(A) is the complex (04, d), where 04 is the zero object of the additive category A
and all differentials are the unique zero morphism on the zero object.

Let X* and Y* be two complexes in C(A). We define X*®Y* = (X" @Y™, d")nez,
where d" is obtained in the following way:

Let /% : X" = X"@Y" and (§ : Y™ — X" @Y™ be morphisms from the coproduct,
then we have the following diagram

Xn—H D Yn—H

R Ny
% &
Xt — X"pY" " +——Y"

From the above diagram and from uniqueness in the universal property, there exists a
unique morphism d and we have the following commutative diagram:

Xn+1@yn+l
g Td" s

n n

Xt —5 X"pY YY"
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From uniqueness in the universal property applied to the following diagram

Xn+2 o) Yn+2

0 T 0
dn+ 1 ar
LTL L7L

Xt 2 X" YY"
we have that d"1d" = 0.

Therefore, we have the complex X®*®Y*® = (X" @ Y", d"),ez and we have to prove
that this complex satisfies the properties of a coproduct in the category of complex
C(A).

Let ty = (% : X" - X"®Y") ez and 1y = (18 : Y™ — X" B Y™),cz morphisms of
complexes. Let Z°® be an arbitrary complex and let fx. : X* — Z°® and fy.:Y*® — Z°
be arbitrary morphisms.

So there exists a family of morphisms (f"),ez, f*: X" @ Y" — Z" satisfying

[ = i
F' = fe

We have to prove that f* = (f"),ez is a morphism of complexes.

X"
% : T
X”@Y”————fﬁl AL
I d’y
fY.
dn ' dz
3
Xn+1
Ln+1 %—‘1
Xn+1 o) YnJrl _ lmjl_ 5 Zn+1
k n<.|—1
Yn+1 Ty

For this it is enough to prove that d% f™ = f"*'d"”. We have the following
d" = e dy
w L = dy fr.
d' = oy
iy = d fie.
So
fritdr = frdr(pk +yoy) =
A + PR, = F e + f dy =
ZIxeD% +dy [Pepy = dy(fepx + [Yepy)
A (f 5w + [ pY) = d f.0
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2. Triangulated Category

2.1. Axioms. In order for an aditive category to be triangulated it needs a new
structure called a triangulated structure. In some sence this new structure is similar to
the notions of exact sequences, which are necessary for an additive category to be an
abelian category (Definition 3.1). For an additive category to be triangulated it needs
first an autoequivalence, which is called a suspention functor then a set of sequences of
morphism between some objects which is called exact triangles, obeying some axioms,
as we explain in this section.

The work of Paul Balmer (“Triangulated Categories with Several Triangulations”,
[4]) explain what we mean in the begining of this section. If an aditive category is
abelian, the aditive structure already detemines the short exact sequences, so the abelian
structure. That is not the same, a priori for a triangulate structure.

In the following definition, the additive functor 7' is an automorphism, that is, it
is invertible, thus there exists a functor 7! on the additive category 7 such that
ToT ! and T~ oT are the identity functors. Sometimes we use the following notation
"X = X[n|,T"(f) = f[n], V n€Z.

A triangle in 7T is a sequence of objects and morphisms in 7 of the form

XY —->7->TX.

A morphism of triangles is a triple (f, g, h) of morphisms such that the following
diagram is commutative in 7 :

X2y 577X
lf lg lh le
X My Y g X
If the morphisms f, g and h are isomorphisms in 7, then the morphism of triangles
is called isomorphism of triangles.

DEFINITION 2.1. Let 7 be an additive category. The structure of a pre-triangu
lated category on 7 is given by an additive automorphism

T:T—=>T
called shift functor and a set of triangles called exact triangles
A—-B—-C—TA

subject to the axioms T'R1, TR2, T R3.

(TR1) Any triangle isomorphic to an exact triangle is again an exact triangle. For
every object X in 7T, the triangle

XU x 00— TX

is an exact triangle. Any morphism v : X — Y € T can be completed to an
exact triangle

X-5Y —Z7—TX.
(TR2) A triangle
X5y S5 7-5TX
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is an exact triangle if and only if the triangle
Y %7 51X Ty

is an exact triangle.

(TR3) Given exact triangles X —Y —» Z - TX and A B o TA,
then each commutative diagram

XYy 75 TX

bl

A—-B—"-C—TA

can be completed to a morphism of triangles (but not necessarily uniquely).

LevMa 2.1, Let X LYV % 2 5 TX be an ezact triangle. Then the composition of
any two consecutive morphisms in the triangle is equal to zero.

Proof : Consider the commutative diagram, which can be completed.

X—15X 0 TX
Ll
XLy Sy oy
Sogf =0. O

PROPOSITION 2.2. Let A - B — C — TA be an exact triangle in a triangulated
category T. Then for any object Ag € T, there is the following induced exact sequences:
Hom(Ay, A) — Hom(Ay, B) — Hom(Ay, C)

Hom(C, Ag) — Hom(B, Ayg) — Hom(A, Ay).
Proof:

AOI—d>AO—>O
A
4
A——B——C

This allows us to lift f to Ag — A. This implies that the first sequence is exact.
That the second sequence is exact is similar. Due to T'R2,

Hom(Ag, B) — Hom(Ay, C) — Hom(Ay, TA)

is exact. O
With this proposition one obtains in fact a long exact sequence

-+« — Hom(Ap, B) — Hom(Ap,C) — Hom(Ay,TA) — Hom(Ao, TB) — Hom(Ay,TC) — ---

is exact.
We give now a series of statements whose proof we left to the reader.
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PRrROPOSITION 2.3. Let

XYy 75 TX

bbb

A——-B—"-C—TA

be a morphism of two exact triangles. If two among the morphisms f,g and h are
1somorphisms, then the third one is also an isomorphism.

Therefore, the third vertex in an exact triangle is determined up to isomorphism.

COROLLARY 2.4. Let X LY % Z % TX be an evact triangle in T . If two of its
vertices are isomorphic to 0, then the third one is isomorphic to 0.

COROLLARY 2.5. Let X LY % 7 B TX be an ezact triangle. Then the following
statements are equivalent:
(i) f is an isomorphism;

(ii) Z ~ 0.
PROPOSITION 2.6. The following are equivalent for an ezxact triangle
xLv4zhTx
(a) f is a split monomorphism.
(b) g is a split epimorphism.
(¢c) h =0.

PROPOSITION 2.7. Let X =5 X &Y be the natural inclusion and letp : X ®Y 5Y
be the natural projection. Then

X4 Xy 2y S1rx

18 an exact triangle.

PROPOSITION 2.8. Let X % 7 %Y % TX be an ezact triangle. Then there exists
a morphism
®: X DY — Z such that the following diagram is an isomorphism of triangles

XXy -2y —TX

T

X—* sz v . v_%7x

DEFINITION 2.2. Given a morphism u in a pre-triangulated category 7T, we have
then a triangle A % B — C' — T'A. We call C the cone of u.

EXERCISE: 1. [f A% B — C — TA is an exact triangle, show that A — B is an
isomorphism if and only if C =~ 0.
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3. Abelian Category

In this section we present a canonical way to construct a pre-triangulated category
out of an abelian category.

DEFINITION 3.1. A category A is an abelian category if it is an additive category,
have kernel and cokernel, every monomorphism « is the kernel of some morphism in A,
every epimorphism is the cokernel of some morphism in .4 and every morphism A = B
can be written as A = I 2 B such that u is an epimorphism and v is a monomorphism.

As we said before, the fact that an additive category to be abelian does not depend
on any aditional structure. This is already done with the additive structure.

Let R be a ring. The category Mod R of all R-modules is an abelian category.
However, mod R, the subcategory of Mod R of finitely generated modules is, in general,
not an abelian category. We have that mod R is an abelian category if and only if R is
a noetherian ring. So, a consequence of this is that the category of finite dimensional
vector spaces over a field is abelian and the category of finitely generated abelian groups
is abelian. More examples of interesting, of non abelian category can be found in the
book “Fourier-Mukai Transforms in Algebraic Geometry - D. Huybrechts” ([14]).

PROPOSITION 3.1. Let A be an abelian category. Then the category of complexes
C(A) is an abelian category.

We have seen that the category of complexes is an additive category. We leave to
the reader the following exercise.

EXERCISE: 2. Prove the Proposition above.
An abelian category A is semisimple if any short exact sequence in A splits.

THEOREM 3.2. Let A be a pre-triangulated category which is an abelian category.
Then every monomorphism and epimorphism in A splits.

Proof: Let f : X — Y be a monomorphism in A. Then, by (T'R1), there exists an
exact triangle

XLvSzhTX
and by (T'R2) there exists an exact triangle

Yy 5 z2571x &1y

Therefore =T f ov = 0 and T'f is a monomorphism. Thus v = 0 and so ¢ is a split
epimorphism and f is a split monomorphism. Il

This Theorem shows that if an abelian category has a structure of pre-triangulated
category then it is unique and the category is what is called semisimple.

4. Pre-triangulated structure on the Homotopic Category of Complexes

We shall see in this chapter that the homotopy category of complexes over an additive
category is a pre-triangulated category. We would like to emphasize the fact that in
general, the homotopy category is not abelian even if the original one is abelian (see
”Teorema de Morita para Categoria Derivada”-M.R. Fidelis ([7]). On the other hand
the homotopy category has the structure of a pre-triangulated category.

We can identify the category A with a full subcategory of C(A) in the following
proposition.
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PROPOSITION 4.1. Let A be an abelian category. The functor C : A — C(A)
mapping X € A to the compler X* with X° = X and X* = 0 for i # 0 is fully and
faithful.

Any object X of an abelian category A, can be considered as a complex
o =>30=>0=-X—=0—=20---

with X in the O-th place. This complex will be called 0-complex or stalk complex
at zero. A stalk complex is a complex where there is only one non zero entry.

ExAMPLE 4.1. Now we give an example of an automorphism in C(.A), the category
of complex, which will be of interess. Let T : C(A) — C(A) be the functor defined as
follows: if X is a complex in A, then

(TXo)n _ Xn+1
frll“X = _d?{—H?

foreach n € Z, and if f* : X* — Y* is a morphism of complexes, then T'f® : T X®* — TY*®
is given by (T'f*)" = f*! for all n € Z.

DEFINITION 4.1. We say that a complex X°® is bounded below if there exists
ng € 7 such that X™ = 0 for n < ng. Similarly we can define a complex bounded
above. The complex X* is a bounded complex if it is bounded above and below.
We denote C~(.A) the full subcategory of C(.A) consisting of bounded above complexes
and we denote C*(A) the full subcategory of C(A) consisting of the bounded below
complexes. We denote C°(A) the full subcategory of C(A) of the bounded complexes.

The subcategories C~°(A) of C(A) are invariant for action of the translation functor
T and are additive if A is additive.

DEFINITION 4.2. Let A be an additive category. Two morphisms f* ¢*: X* — Y*
in the category C(A) of complexes are called homotopic, denoted by f* ~ ¢°, if there
exists a family (s"),cz of morphisms s : X" — Y"1 in A satisfying

fn o gn — dg—lsn + Sn—&—ld’r;(.

In particular, setting g to be zero morphism, we can speak of morphisms being
homotopic to zero.

EXERCISE: 3. Verify that ~ is an equivalence relation. If f®,¢* : X* — Y* are
morphism of complexes and f* ~ g* and ® : W* — X*® is an arbitrary morphism of
complezxes, then also the composition f*a® ~ g*a® are homotopic. Similary iof 5* :Y*® —
W* then B®f® ~ B°g® are homotopic.

In particular if a morphism of complex is homotopic to zero then any composition
on the left or in the right is also. Moreover the sum of two morphism homotopic to zero
is homotopic to zero. That is what it usually abreviate by saying the morphisms which
are homotopic to zero form an ideal in the category of complexes.

From these properties in the exercise, we have a well-defined composition of equiva-
lence classes of morphisms modulo homotopy by defining the composition of represen-
tatives.
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DEFINITION 4.3. Let A be an additive category. The homotopy category K(A)
has the same objects as the category C(A) of complexes over A. The morphisms in the
homotopy category are the equivalence classes of morphisms in C(.A) modulo homotopy.

PROPOSITION 4.2. Let A be an additive category. Then the homotopy category IC(A)
1 again an additive category.

In the last section we defined pre-triangulated category and we shall see that the
homotopy category K(.A) of complexes over an additive category A is a pre-triangulated
category. This result will then give a more structural explanation of the following
observation that IC(A) is not abelian. We have proved that if an abelian category is
triangulated, then every exact sequence splits. The category of complex C(A) endowed
with the shift functor (translation functor) does not define a triangulated category, since
it is not in general semisimple.

EXERCISE: 4. Shows that, if A is a semisimple category then C(A) is semisimple
and therefore triangulated.

EXERCISE: 5. Let f*: X* — Y*® be a morphism of complex. Prove that the following
statements are equivalent:
(a) f* is homotopic to zero;
(b) T'(f*) is homotopic to zero.

Using this exercise we conclude that the translation functor 7" induces an isomor-

phism of
Homyc(ay(X°®,Y*) ~ Homye(a)(TX®*, TY?®).

It follows that 7" induces an automorphism of the additive category K(A) and as
before we define the full subcategories K (A), K~ (A),K’(A) of the bounded below
complexes , bounded above complexes and bounded complexes.

Let

H:C(A) — K(A)
be the natural functor which is the identity on objects and maps morphisms of complexes
into their homotopy classes. This functor is an additive functor which commutes with
the translation functor. We also have the additive functor K = Ho C' : A — K(A)
where C' is the functor that maps each objects X € A in the 0-complex induced by X
(Proposition (4.1)).

PROPOSITION 4.3. The functor K : A — K(A) is fully faithful.

Now we talk about the cohomology. Assume that A is an abelian category. For
p € Z and any complex X*® € C(A), we define

HP(X*®) = Kerdy /Imd% "
in A. If f: X*®* — Y* is a morphism of complexes,
fP(Kerdy) C Kerd,

and
P UImdy ") © Imdi,
and f induces a morphism

HP(f) : HP(X®) — HP(Y®).
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Therefore, H? : C(A) — A is a functor. These functors are additive and are called
cohomological functors.

EXERCISE: 6. Given f®, ¢° : X* — Y* two homotopic morphisms of complexes,
prove that H(f) = H%(g). Conclude that HP(f) = HP(g) for allp € Z.

These functors have the following property:

HP(T(X®)) = H"H(X?)

and
HP(T(f)) = H"'(f).
Therefore,
HP = Ho TP
for any p € Z.

We have seen that given a morphism f : X — Y in a pre-triangulated category A,
then the third vertex of the triangle is well determined. Now we give the construction
of an object in the category of complex that helps to determine this ”third object” in
the pre-tringulated category K(.A).

Let A be an additive category and f® : X* — Y*® be a morphism of complex in
C*(A). We define a graded object C% by C} = X" @ Y™ for all n € Z. We also define

gf : C’;Z’ — C}Hl by

no[=dE 0
C;_ fn—H dgL/

EXERCISE: 7. Prove that dg;flod”; = 0 and then conclude that (C%,dc,) is a complex
inC*(A).

We call the complex (C%,dc,) the mapping cone of f. Note, however, that C*(A)

endowed with the shift functor T does not define a pre-triangulated category. For
. 1xe . . .

example, the cone of the morphism X*® = X* is not zero, however is homotopic to zero.

Now we define some important morphisms to construct the exact triangle in the
homotopic category. Let

b Y = O
be the morphism of complex given by /} = (0 1yx)! for all n € Z. Tt is easy to verify
that d’g; ol = L?“ ody for all n € Z, so ¢y is a morphism of complexes in C*(A). Now
let
pr:C = T(X®)

given by p} = (1x»+1 0). We have p’]}“ o dg; = djxey o P} for all n € Z, so py is a

morphism of complexes in C*(A). From the construction, we always have
proty=0.

PROPOSITION 4.4. Let A be an abelian category. Then we have an exact sequence
of complexes

0° = V* Loy B T(xt) -0
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The proof is left to the reader.

Let f* : X* — Y* a morphism of complexes. The above short exact sequence
splits, if an only if f*® is homotopic to zero. In fact, if the short exact sequence
splits, then there exist o : T(X®) — (% such that py o 0 = lrx.. So by defini-
tion of py is possible to say that o(z) = (x,—s(x)) for some morphism s, that is,
0"(2) = (2, ~54a(x). From d3y 0 0™(zx) = 0" (~d}i () = (~dii(z), S () -
dpo(s"TH () = (—d%H (z), s"P2d%H (2)). So 7 (z) = dipes™ (2)+5"2d%  (2). Now,
if we suppose that f* is homotopic to zero, then this last equation gives us that py is
an split epimorphism.

DEFINITION 4.4. Let A be an additive category. Let f®: X*®* — Y* be a morphism
in C*(A). Then the diagram

x* Lyt oo 2o xe)
is called the standard triangle in C*(.A) attached to f°.

Then, we can conclude that for every standard triangle in C*(A) there is a corre-
sponding short exact sequence in C*(.A)

0° > Y* 5 B T(X*) =0

On the other hand, it is not true that any short exact sequence in C(A) would lead
to an exact triangle in the homotopy category K®(.A). But it is crucial to understand
that a short exact sequence in C*(.A) induces an exact triangle in the localization of the
IC*(A). This explanation will be done in the next section.

We present now one important proposition about morphisms between standard tri-
angles.

PROPOSITION 4.5. Let

XLy

X2y
be a diagram in C*(A) which commutes up to homotopy (vo f ~ gowu). Then there
exists a morphism w : C3 — C§ such that the diagram

f Lf pf

x Ly o T(X*)
lu lv lw lT(u)
Xp oY o 00— T(X7)

commutes up to homotopy. If the first diagram commutes in C*(A), then the second
diagram commutes in C*(A).

Proof : By hypothesis vo f ~ gou, ie,
gou—vof:dyl-oh—i—hodxc

for some h.
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If we define

w —=
|:_hn+1 "

for all n € Z, then it is easy to see that each square in the following diagram is commu-
tative:

n w0 1

2 P P
- _ - -7
- ~
/f;H 7 Ut - ao
Xn+1 Yn+1 f Xn+2 ey Yn+1 Xn+2
mn mn dn
B S e A b
w1l | | pntl w"Jrl
X" yin | Xn+1 oY" Xn+1
m Ly | (1 0)t J/
[ | w™
um 41 9"t :+1 bt nt2 nt1 (10 n+2
X/ Y7 X2 &Yy X!

ol | B |~

(10

X{L 9 Y'ln Xirz-i—l D Yln ; Xirz-i—l
and d’ég ow™ = w"t o d"; because v o f ~ gowu. The other squares are commutative
without the homotopy. U
Remark:

(a) Doing the composition ¢ o f*, we have (0 1)*f™ = (0 f™). So this composition
is not zero in C*(A). But, taking s" = (1 0) we have
(0 fn)t — Sn—i—l o dn. 4 dg;l os"
so (0 f*) ~0°.
Therefore 1y o f* =0 in K*(A).

(b) Let X* be a complex in C*(A) and X* 2 X* the identity morphism. The
mapping cone of the identity morphism in degree n is CT' , = X ntl g X", The
differential is

—dvit 0
]'Xn+l an.
and it is possible to prove that the identity morphism 1gs : C7 | — C7 | is
X.

° IX. IX.
homotopic to zero via the map s = (s, )nez Where

o 1

Thus, in the homotopy category K(A), the identity morphism 1cs : CT | —
X'

1xo
[J

Ty 18 equal to the zero map. So, in the homotopy category the mapping cone
C7 .. 1s isomorphic to the zero complex.

Now we have the necessary elements to define the exact triangles in the homotopic
category of complexes. So, let A be an additive category and K*(.A) the corresponding

homotopic category of complexes with the translation functor 7. We say that X EN
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Y % 7% TX is an exact triangle in K°*(A) if it is isomorphic to the image of a
standard triangle in IC*(A), ie, it is isomorphic to a triangle

x* Lyt oo 2o xe).

THEOREM 4.6. Let A be an additive category and K*(A) the homotopic category
of complexes equipped with the translation functor T and the classes of exact triangles.
Then KC*(A) is a pre-triangulated category.

Proof : We give now a sketch of the proof of the validity of T'R1. The proof of T'R2
and TR3 can be found in the book of D.Milicic-Lectures on Derived Categories [18].

We have that any triangle isomorphic to an exact triangle is an exact triangle and
for any f*: X*® — Y* in K£*(A), there exists an exact triangle X* Lye 5 70 51X

We have shown that the cone C7_, of the identity morphism on X* is isomorphic to
0 in K£*(A). Therefore, the diagram

lye

X* X* 0 TX*e

J/lx. J/lx. J{O j{lTX.
L1 plXc

Xe 2 xe X o B e

is commutative in K*(A) and the vertical morphisms are isomorphisms. Since the
bottom row is the image of a standard triangle, then the top row is an exact triangle.
So the axiom T R1 is satisfied. O

5. Octahedral Axiom

A triangulated category is a pre-triangulated category whose pre-triangulated struc-
ture obeys one axiom more T'R4, called the octahedral axiom. This axiom is called the
"octahedral axiom” because its representation looks like the skeleton of an octahedron.
The definition of a triangulated category was given by Jean-Louis Verdier (1963) in his
posthumous published Ph.D. thesis, which was based on the ideas of Grothendieck.

(TRA4) Given exact triangles (ay, oo, ), (b1, B2, 53), and (71, 72,73) with v = S
there exists an exact triangle (dy, d2, d3) making the following diagram commu-

tative:
X2y 2, y—2,7X
|
ll 51 1 51 lTl
Y1 Y2 + Y3
X A V TX
|
B2 182 lTOll
1 ¥ B3
w w TY
|
B3 I3
Toao +
Y —TU

DEFINITION 5.1. We call triangulated category a pre-triangulated category which
satisfies the axiom T R4.
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The first contact with this axiom causes an odd feeling. This feeling is a necessary
ingredient to profit from the explanation we try to give in the next pages.

In general the T'R4 axiom is presented in the fashion showed above. But we would like
to give an equivalent form of presentation that was suggested by V. Dlab. He suggested
that the octahedral axiom should be equivalent to a simpler ”push-out” property. The
first formulation and also the proof of this observation was given by Parshall and Scott
in ”Derived Categories, Quasi-Hereditary Algebras and Algebraic Groups” ([5]) and
reformulated recently by Henning Krause in ”Derived categories, resolutions, and Brown
representability” ([17]). This equivalent form has some similarities to other things that
happen in abelian categories. Then, for the readers who are familiar with abelian
categories, this new presentation will clarify the axiom T'R4 and the strangeness will be
replaced by beauty.

We would like to remind you of some properties of an abelian category in order to
present this equivalent definition. Those properties give us the existence of an exact
sequence and specific pull-back and push-out.

A commutative square

Sy

f
—

A
ls

’ g
B —

—
Q

Q

is a pull-back and a push-out if and only if we can dispose the objects and morphisms
of the square in an exact sequence:

) (

054 X" BB Y% oo

One of the conditions for this sequence to be exact is that (¢ ¢')(f — f')' =0, and
this happens if and only if the above square is commutative. Now, to prove that

AV pap

is the kernel of (g ¢'), lets suppose that the square is a pull-back. Let v : X — B & B’
be a morphism such that (¢ ¢')u = 0. Then, rewriting u = (u1 uz)*, from the equality

(9 9")(ur ug)" =0

we can conclude that gu; = —¢'us. From the pull-back diagram

there exists a unique 6 : X — A such that f0 = u; and f'0 = —usy, that is,
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(f = f)'0=( w),
showing us that u factors through (f — f’)'. This finishes the proof that (f — f/)! is
the kernel of (g ¢').

Another step which is necessary to prove the exactness of the sequence above is to
show that (f — f)! is a monomorphism. For this, consider a morphism 7 : Z — A such
that (f — f)'n = 0. Then, fn =0 and f'n = 0. These two equalities give us to the
following picture:

which will be explained now. From the equality g0 = ¢’0 and the uniqueness property of
the pull-back, there exists a unique h : Z — A such that fh =0 and f'h = 0. Besides,
n and the zero morphism satisfy the property of h. Therefore, by uniqueness, n = 0 and
so (f — f')!is a monomorphism.

Then we have that the following sequence of morphisms

04" A peptPc
is an exact sequence.

It remain us to prove that (g ¢’) is an epimorphism and for this purpose we will
use the push-out’s property of the square. Let n : C — X be a morphism such that

n(g ¢') = 0. Then ng = 0 = ng’, which leads us to the following diagram:

A—— B

By uniqueness we have n = 0.
Conversely, suppose that

05AY D' pap Do 4o

is an exact sequence. Let u; : X — B and us : X — B’ be morphisms such that
gur = g'us. Then (g ¢')(u; — u2)’ = 0. By the property of the kernel, there exists a
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unique 6 : X — A such that (f — f')'0 = (u1 — uz)". Then, f0 = uy, f'0 = uz. So the
square is a pull-back diagram and in a similar way, using the property of the cokernel,
we can obtain that the square is a push-out, which finishes the proof.

We know that in a triangulated category we do not have at our disposal an exact
sequence, because in this kind of categories, every exact sequence is a split sequence.
On the other hand, the triangles constitute the structure of this category.

We will now present a type of square which is not necessarily a pull-back and a push-
out square as the one we considered before, but which has another similar property in
the context of pre-triangulated category. The square

X,y

e |
,8“

1"

Y — 7
is called homotopy cartesian if there exists an exact triangle
o o't -1
Xy gy VD 7 2 rx
The map 7 is called a differential of the homotopy cartesian square. In this definition
we can see the similarity with the problem presented before. We will introduce now an

axiom called T'R4" and we will prove that T'R4 and T R4’ are equivalent. We call T' R4’
the following axiom:

(TRA4’) Every pair of morphisms X — Y and X — X’ can be completed to a morphism
between exact triangles:

XY —7Z—TX
Lol
X —Y'— 2 ——TX

such that the left hand square is a homotopy cartesian square whose differential
is the compositon Y’ — 7 — T X.

We should prove now that T'R4 is equivalent to T'R4’. But first we introduce another
formulation of T'R4’.

(TR4”) The diagram

X Y A TX
X —Y’

consisting of a homotopy cartesian square with differential 6 : Y/ — T'X and an exact
triangle can be completed to a morphism of exact triangles

X— Y —Z—TX
Lol
X' —Y' —Z—TX

such that the composition Y’ — Z — T X is equal to 4.
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THEOREM 5.1. Let T be a pre-triangulated category. Then the azioms T R4, T R4
and T R4" are equivalent.

Proof: First we would like to show that the axiom T'R4’ implies the axiom T'R4”. Then,
we have to suppose that there is a diagram

B ol

(1) v—sv w2ty
o [v
X —=5Y

consisting of a homotopy cartesian square with differential 6 : ¥ — T'U and an exact
triangle. We have to construct the second triangle which is necessary for the diagram
TR4".

We are going to use the axiom T'R4" which gives us a triangle. Then, by applying
the axiom T'R4’ on « and ¢, we obtain a morphism between exact triangles such that

IB/ ,yl

(2) U—,v W TU
Jcb l\lf’ ll lT¢
Xy XMaw L rx

the left hand square is homotopy cartesian with differential ' \’. However, this diagram
is not yet the diagram T'R4” that we would like to have. We can use the following
strategies to obtain the necessary diagram.

Putting together the triangle (1) and the diagram (2) we obtain the diagram

(3) Uv—svLaw sty

[ N
v—v-—Lsw v
TR
Xyt Awr M rx
The morphism ¢ is an isomorphism and from the commutative square we have o =

NV Thus = o *N¥'. We also have T'¢y = /0. These commutative squares can
help to construct the following morphism between exact triangles

B o

(4) Uv—sv—Lsw-s1U
Jqﬁ l\l}’ ll qub
Xy SN w A X

In order to have the T'R4” diagram, we still have to change the object Y’ in (4), and
introduce the necessary morphism to have the correct differential.

In the first paragraphs we had organized some homotopic squares and we also had
some triangles with the respective differential. It remains us to find the most suitable
triangle to finish the proof of T R4".

The diagram (1) gives us the triangle

(a ¢)* (U —~) 5

(5) U—3VaeX—Y —TU
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and the diagram (2) gives us the triangle

(6) vy e xSy Xy,

We can put the last two diagrams together to obtain the following morphism of triangles
(a ) (¥ —k)

(7) U-%vex —yv 51U

[

ULy e x5 Yy

where 7 is an isomorphism and 7¥ = ¥’. From (1) we have the following:

(8) v—sv-2ew 21U

T
XLy T My

Each square is commutative due to the following:

1) The first square is commutative because of (1).

2) The second one is commutative because of o™ N'7¥ = ¢~ N¥’ due to (7) and
o7 INU = 3 due to (4).

3) The third one is commutative because of /o = T'¢y due to (4).

The last necessary observation is about the differential. We have to verify
if the composition yo~! X7 is the differential § of the first homotopic square.
From (3)

yo N =4/ N7
and from (7) we have
YNt =0.

So, we have proved the axiom T R4".

Lets prove that T'R4” implies T'R4. Suppose that there are exact triangles(ay, s, a3),
(B1, Pa, B3) and (71, 72,73) with 4 = 1. This can be seen in the diagram below:

aq g as

X Y U TX
ll B1
X 71 7 72 174 73 TX
B2
w
B3
TY
Now considering the morphlsm y ﬂ;) U@ Z and completing it to an exact triangle
Y (2 ﬂl) Ud Z ¢ L V’ LN TY, we obtain that the square
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Yy 2. U

lﬁl / 15/1

Z -2y
is a homotopic square with differential 6 : V! — T'Y. By applying T'R4” to the following
situation

Yy -2,y rx I Ty
B l !
72
77—V
we obtain the diagram
(9) Yy 2,y rx I Ty
lﬁl léll Jl j«Tﬁl
Yo g, u
Z \% TX TZ

where (—T'a;)v; = 0. Note that from the square

X -2y

ll l&
X7z
we can say that u = —T7;. We also have the following triangle

y &z Eow B 1y

and the following homotopic square

) iy
bl
7y

with differential 6 : V! — T'Y. So we can apply T'R4” and we have

Yy 25U
b1 / lcﬁ
AL i
B2
W
B3
TY

which gives us
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(10) y 2z Bw Py

5 5
V

! w TU

a3

X Y U TX TY
ll b1 5 ll lTﬁl
X Mg By b px Ty
8 5,
WL Ww
B3 o4
Too
TY —=TU

and (—T'ay)v, = 0 = (305 Now we have the triangles

X’71Z’Y2V’Y3TX

] |

Xz 2y Dy

From the diagram above, there exists an isomorphism ¢ such that the following diagram
is commutative

(11) Xz 2 v 27X
|
R
’ <+ /
X2,z oy _Borx

Then we can complete the diagram below

a2 a3

Y
I
Xtz 2 v_Brx
B2

W
Bs
TY

with the following choices: first defining §; = ¢4}, and using that ¢y, = 7 and v3 =
v4é (11), then d1an = ¢ 10 s = ¢ 1581 = b1 (9) and 136, = 3671 = 140] = az
(9). Completing the diagram above we have the following:

U »T'X
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a3

X Y U TX
ll B1 lél T1
Xtz 2 v_BTx

B2

W

B3

TY

Defining 65 = d5¢ then 05~y = dh¢y2 = d4v5 = [ (10). We know that T'asfs = 64
(10) and B304 = B305¢ = —T'ayv5¢ = —T'a17y3. So the following diagram is commutative:

a2

a3

X Y U TX
ll b1 o1 lTl
X ga! 7 72 1% 73 TX
BQ 65’ lTOél
w—sw L1y
B3 4
Tao
Y —TU
We still have to prove that the following sequence
UsvEwS U

is an exact triangle. From (10) we have the exact triangle
Bl 5 5
U=V 3W3TU

and the commutative diagram:

(12) vy Sw Sy
51 85 J5
Uy 2w Sy

So axiom T'R4 is proven.
Let’s show show now that T'R4 implies T'R4”. Suppose that there exists a diagram

B vy

X —25Y A TX
l% l@
X -y

consisting of a homotopy cartesian square with differential §. So we have the exact

triangle below

5

Xy e x @20y 2 rx



5. OCTAHEDRAL AXIOM 29

By applying T'R4 we obtain the commutative diagram

x g 2 6y
J/]. (1 0) ﬂ/ J/Tl
X—°* vy P Lz T 7y

0 v lT(% 1)t

rx — 1t rxt Yy orx
0 1)t —To!
TY & TX' — > TY"
(%2 —o)

in which the third column (£',+/, —T'a’) is an exact triangle. This gives us the following
morphism of triangles

B ol

X",y Z TX
l% l@ ll lT%
x -y P oy

where 6 = v’ is the differential of the homotopy cartesian square. So axiom T R4” is
proven.

Finally, lets show that TR4” implies TR4’. Given morphisms X — Y and X % X ,
and applying T'R1 we have the exact triangle

x“Nyex 8z % rx.

By applying TR1 to the morphism X —— Y we obtain the following exact triangle
x4y Lw Ly

Thus we have the following diagram

Y,y Zow 2

l¢1 lﬁ

x Ltz
consisting of a homotopy cartesian square with differential 6 and an exact triangle.
Applying T'R4”, this diagram can be completed to

TX

XLy ow Ty

Lﬁl lﬂ Jl JT¢1
x 2 z—<w-5TxX
such that ve = . Thus axiom T R4’ is proven. O
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EXERCISE: 8. Consider the commutative diagram

a1 a2 a3z

X Y U TX

N

X 71 Z Y2 V 3 TX
where the rows are exact triangles. Prove that:

(a) there exists a commutative diagram

a1 a2 %]

X Y U TX
L
) QLN SRR )L ) e

such that the muiddle square is a homotopic square and there exists an isomor-
phism n : V' =V and a morphism g : U — Z such that va = nvh, 75 = 31"
and € = Nw + Y2g.

(b) there exists an ezxact triangle

v (a2 B2)* Ua 7 (e=729-72) U —T(a1)ys TY
i such a way that if g =0, then the commutative diagram
Vg
|
75y

18 a homotopic square.

THEOREM 5.2. Let A be an additive category and K*(A) the homotopic category
of complexes equipped with the translation functor T and the classes of exact triangles.
Then K*(A) is a triangulated category.



CHAPTER 2

Localization

Before introduce the definition of localization of categories, we give a motivation
defining localization in rings. This material is inspired in the work of Michael Artin
which can be found online. Remember that a ring can be understood as a category
with one object, so this is really a particular case of the general theory, but it easy to
grasp. More details can be found in the work of M. Artin [3]. First of all, we would
like to explain localization of non-commutative rings. We would like to use fractions
in noncommutative algebra, i.e, we would like to embed a domain A in a skew field of
fractions.

The idea from an Ore set, is quite similar to the one used in the construction of
rational numbers from integers. However it is a little more sophisticated in this case
because we do not have commutativity.

Then we define the Ore set, that will be the set of denominators of our fractions. The
Ore condition that we put in this definition is a condition that allows us to multiplicate
two fractions and obtain a new one. To do so, we need a relation between left fractions
and right fractions. So, this axiom reflects this idea very well. Another property is that
two elements of the set of denominators have common multipliers. Because of this it
is possible to give a condition that relates two fractions and this condition will allow
us to define an equivalence class in this set of fractions. Given these properties we will
construct the ring of right fractions.

But we would like to emphasize that the idea of building the ring of fractions here
is exclusively to give a quick insight to the main idea of the next section, that is, the
localizing of category. We hope it will be easier to understand the idea of localizing a
category, because you will have a model of reference.

The main theorem of this chapter (Theorem (1.5)) is completely translated to the
language of category. Another similarity that we would like to call your attention to is
when S, is both a left and a right Ore set. Then the rings of left fractions and of right
fractions are isomorphic. In the next section, we define a ”localizing class of morphism
in a category and we set both properties to be a localizing class, i.e, S is a kind of right
and left Ore set. Therefore we can establish a bijection between the equivalence classes
of left fractions and right fractions between two objects of a certain category.

1. Ore Set

An Ore set gives us the main ingredients to build fractions and to multiply fractions
in such a way that the product of two fractions will be another fraction.

To explain these ideas, we need some definitions. Let A be a ring and s € A. We say
that s is regular if it is neither left nor right zero divisor, i.e., if as = 0 implies a = 0
and also sa = 0 implies a = 0. If s is regular, then we can cancel: sa = sb implies that
a = b and as = bs implies a = b.

31
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Another important aspect of regular elements is the following: If a regular element
s has a right inverse, then it is invertible. It is easy to see this fact. Suppose that s is
a regular element with a right inverse ¢: st = 1. Then, from the equation sts = s, we
have s(ts — 1) = 0. So ts = 1.

We will work with right fractions

as” !

where a,s € A. The first question that we have to think is: Is the formal product of
two right fractions

(bs™H)(at™)
a right fraction? We can see that we need to rewrite a left fraction as a right fraction.

DEFINITION 1.1. Let A be a ring. We call a subset S C A a right Ore set if it has
the following properties:

(a) st € S forall s,t € Sand 1€ S.
(b) The elements of S are regular.
(c) For alla € A and s € S, there exist b € A and t € S such that

sb = at.

The condition (c¢) is called right Ore condition.
The following results give us an idea about the ring of fractions that we have talked
about previously.

THEOREM 1.1. Let S C A be a right Ore set. There is a ring A[S™'| of right
fractions and an injective ring homomorphism A — A[S™!| such that the ring A[S™!] is
determined by the following universal properties:

(a) the image of every element s € S is invertible in A[S™'], and

(b) every element of A[S™Y] can be written as a product as™".

Moreover, any homomorphism f : A — R such that the images of elements of S are
invertible in R factors uniquely throught A[S™1].

When S is both a left and a right Ore set, then the rings of left fractions and of right
fractions are isomorphic. Now we will prove some properties of Ore sets. The second
property in the following lemma says that if we have fractions 1/s and 1/t then it is
possible to transform them in fractions with a common denominator.

LEMMA 1.2. Let S be a right Ore set of a ring A.

(i) Suppose that s,t € S and there exists v € A such that sx = t. Then z is
reqular.
(ii) Let s,t € S, then there exists a common multiple uw € S, i.e., u = sz and u = ty
for some regular elements x,y € A.
(iii) With the notation of the Ore condition, suppose that sby = at; and also sby =
aty , with s t1,to € S. Then, there are regqular elements x1,x9 € A such that
t1$1 = tQIQ and bll’l = bzl’g.

Proof: (i) If za = 0, then ta = 0. This implies that a = 0. Now we suppose that
bx = 0. Applying (c¢) to s,t in the definition of Ore set, we have u,v, with u € S such
that su = tv. Then, we have sxv = tv = su. Then zv = u and with bu = 0 and u € S,
follows that b = 0. So z is regular.



1. ORE SET 33

(ii) Let s,t € S. By the right Ore condition there exist z € A and y € S such that
sT = 1y.

Since S is closed under multiplication u =ty € S.
(iii) We choose a common multiple t;x; = toxs € S with z1, 29 regular. Then
sbixy = atyxy = atyxy = sbyxy. Since s is regular, then byxy = boxs. O
The part (iiz) of this lemma is establishing a relation between two fractions.

EXERCISE: 9. We can define the following relation: two fractions ays;' and assy '
are related if there are reqular elements x1, o such that s1x1 € S, and s1x1 = Soxy and
a1T1 = asxo. Verify that we have an equivalence relation.

Now we describe the equivalence classes as elements of a direct limit. Then, first
we define the following category S: the set of objects Sy is the set S. Given s,t € S,
Homg(s,t) = {x € A|sz =t}.

We have the following properties to this category:

(a) Given s,t € S, there is at most one element = € A such that sz = t.
(b) Given s,t € S, there exist an element u € S such that Homg(s,u) # 0 and
Homg(t,u) # (.

This two properties allow us to say that S is a filtered category. The first property
can be proved in the following way: sx = t and sy = t implies st = sy and since
s is regular follows the prove. The second property: From Lemma (1.2) (ii), given
s,t € S, there exist z,y € A such that sz = ty. Then, u = sx and x € Homg(s,u) and
y € Homg(t,u).

Now we define the following left A-module generated freely by formal fractions as*.

EXERCISE: 10. Prove that the left A-module 4 A is canonically isomorphic to As™!.

EXERCISE: 11. Let S and A— Mod be two categories and F : S — A— Mod defined
by:
F(s) = As"!
and for each morphism s — t (i.e, st =t),
F(s—t)=As!' = At i as™ v (ax)t™.
Show that F' is a functor.

Let B = lim As~!. The elements of B can be represented by formal fractions as*.

If as~! and bt~! represent the same element in B, there exist x,2’ € A such that,
st =tx' € S and ax = bx'.

EXERCISE: 12. Show that

(a) B is a left A-module

(b) there are canonical injective linear maps As™' — B
(c) There is a injective linear map 4 A — B.

(d) The left multiplication by s € S on B is injective.

EXERCISE: 13. Since B is a left A-module, show that there is a canonical bijection
of left A-modules
AB — HomA(AA,A B)
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PROPOSITION 1.3. For every B € B, the right multiplication by B on A extends
uniquely to an endomorphism pg 4 B —4 B. This extension provides a bijection

B — EndaB.

Proof Case 1: f € A.
So we can define ¢g : B — B by

as ' — aat™ "

The element « and ¢ are such that sa = 5t (Ore condiditon).

Now we have to prove that ¢g is well defined, verifying independence of the two
choices made. The first was the choice of «, ¢ in the Ore condition, and the second was
the choice of the fraction as™!.

Suppose that we have another choice sa/ = 5t’. We have from Lemma (1.2) (iii) that
there are x1, xo such that txy = t'x9 and axy = o’x9. Then the fraction are equivalent:
ac/t'—t = aat™L.

Now we discuss the other choice that we had done. Suppose that we have two
fractions that are equivalent: as~! = a’s'~!. Then, there are x,y such that sz = s’y and

ar = a'y. We also have the following equalities:

as ' = ax(sx)”!

(az)(sz) ™" = (a'y)(s'y)

/-1

(a'y)(s'y) ™ =d's
Then, it suffices to treat the case that the second fraction is such that ' = axr and
s’ = sx.
We have
d5(as™) = aays7!
(say = Ps1) and
¢p((az)(sz)™") = (az)ass;
((sx)ag = Bsa).
Since there is 0 such that s5d = s16, then
sa10 = #8160

and
(sx)agd = [s9d.

Then sa1d = (sx)azd. Since s is regular, a;d = xayd. Then (ax)ags,' =
(az)ad(590) 7! = ac16(526) 7" = aa16(510) ™" = aay syt

It is easy to see that ¢z is A-linear.
Case 2: f =0, 0 € S. By definition we have ¢g(as™) = as~'o~'. We identify the
formal product as™'oc™! = a(os)™!. It is easy to check the independence of the choice
of fraction representating and A-linearity.
Case 3:

Let f € B. We represent = ao~!. Then right multiplication by [ is the compo-

o1 . .. .
sition of two maps A = A s B. This composition extends to B in two steps that we
can see in the following diagram:



2. LOCALIZATION OF CATEGORIES 35

A—>A—>B
ol
A—>,p LB

P B¢“ B

O
Now we check that ¢g is the only A-linear extension of A — B.

LEMMA 1.4. An endomorphism ¢ :(4 B —4 B of is determined uniquely by the
element ¢(14) = .

Proof Let ¢ : B — B an endomorphism. Then ¢(a) = a¢(1). Let f = ¢(1). Since
¢ : A — B, is the restriction of ¢, then it can be extended to B. We will prove that
the extension is uniquely determined. Since ¢ is defined on A, then to each s € S, ¢ is
defined on s. So, we have only one way to define ¢(s™!) because

s¢(s) = d(ss') = d(1p) = 1.

So the extension of ¢ : A — B is uniquely determined. O

THEOREM 1.5. Let S C A be a right Ore set. There is a ring A[S™] of right fractions
and an injective ring homomorphism A — A[S™'] such that

(a) the image of every element s € S is invertible in A[S™'], and
(b) every element of A[S™'] can be written as a product as™'.

Moreover, any homomorphism f : A — R such that the images of elements of S are
invertible in R factors uniquely throught A[S™1].

Proof Let E = EndsB be aring. Since Homs(4A,4 B) ~ B, and we have the bijection
®: B — Homa(aA,4B),b— ¢, that gives B the ring structure and we know that the
multiplication on B corresponds to a composition in Homa(A, B), then a composition
on Homa(B, B).

We see that the bijection B — End B is an isomorphism of A-modules. Let f3 =
a1 + Py € B. Since ¢, = ai1¢p, + azpp, we can prove that the bijection is an
homomorphism of ring. U

2. Localization of Categories

The derived category of an abelian category is constructed from the homotopy cat-
egory of complexes. This construction is done by localizing that category with respect
to the class of quasi-isomorphisms. We call attention to the fact that the class of
quasi-isomorphisms usually does not satisfy the conditions for being a localizing class.
Therefore it is necessary to consider the homotopy category. The conditions which are
necessary to localize it (similar to those ones given by Ore sets in the last section) will
be presented in this chapter.

We should prove that the class of quasi-isomorphisms in the homotopy category is a
localizing class. However, because of the limit of space in this course, we will only give
the main notations and some necessary calculations to understand and to manipulate
the localizing category.
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It is also important to ask if the category that will be localized is a small category or
not. We know that if S is a set, then the localization exists. This topic discussion and its
bibliography along with the one about the set of equivalence class of left fraction being
a set or not, can be found in the book ” An Introduction to Homological Algebra”, by C.
A. Weibel ([22]). The reader can also find more details about localization of categories
in the book ”A Course on Derived Categories”, by Amnon Yekutieli ([23]).

2.1. Left and Right Fractions. Let C be a category and let S be an arbitrary
class of morphisms in C. The idea of localization of a category C with respect to S is to
create a new category C[S™!] together with a functor @ : C — C[S™!] satisfying

(L1) Q(s) is an isomorphism for all s € S, and
(L2) any functor F': C — T such that F'(s) is an isomorphism for all s € S, factors
uniquely through Q, ie, there exists G : C[S™!] — T such that Go Q = F.

The above mentioned idea is our objective in the next pages, that is, allow the reader
the possibility to understand this new category.

The calculus of fractions which appears in the description of the localization of a
category was developed by P. Gabriel and M. Zisman in ”Calculus of Fractions and
Homotopy Theory” ([8]).

Before begining to give the necessary conditions to make the localizing category, we
would like to present what is the main set of morphisms that we would like to localize.
In the next sections, we will present the category of complex and the homotopy category
of complex. In this category the set of quasi-isomorphisms, ie, the set of morphisms of
complex such that the induced morphism in the homology are isomorphisms, will be
localized, because we need this kind of complex to be isomorphic.

But not only this. Another important property we need is that the left and right
functors defined for example in categories that have enough projectives or enough in-
jectives could be well defined in the homotopy category.

DEFINITION 2.1. Let C be a category and S be a set of morphisms in C. We say
that S admits left fractions if the following axioms hold:
(LF1) If s,t € S are composable morphisms in 5, then st € S. The identity 1x € S
for all X € C. / /
(LF2) Each pair of morphisms X’ Ly & Y, with s € S, can be completed to a
commutative square

x-Liy
|

|S lsl
+ )
X’f—>Y’

with s € S.
(LF3) Let f,g: X — Y be morphisms in C. If there is a morphism s: Y — Y’ in S
such that sf = sg, then there exists a morphism ¢ : X’ — X in S such that

ft=gt.

The first axiom is a simple condition to have a closed set, and this condition is
analogous to that multiplicative system we have in commutative algebra. The second
and third ones give us the possibility of changing the order of the morphisms when
we need it. The role of the last axiom will be clear in the proofs we will present. This
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axiom helps us to construct a commutative square from a non commutative one. A more
thorough explanation of how reasonable these axioms are is given by Yannick Delbecque
in his thesis ”Les catégories dérivées” ([6]).

It is not only possible to localize the category with respect to a class of morphisms
but also with respect to a class of objects in order to obtain similar results. This work
was done in the book ”Derived Equivalence for Group Rings”, by Steffen Konig and
Alexander Zimmermann ([16]).

The dual of left fraction is called right fraction. So we can define the dual of
Definition (2.1)

DEFINITION 2.2. Let C be a category and let S be a set of morphisms in C. We say
that S admits right fractions if the following axioms holds:
(RF1) If s,t € S are composable morphisms in S, then st € S. The identity 1y € S
for all X € C.
(RF2) Each pair of morphisms X’ < X EN Y, with s € S, can be completed to a
commutative square
f

X —Y

!
ls g
X’—Ji,—ﬂj’

with s’ € S.
(RF3) Let f,g: X — Y morphisms in C. If there is a morphism s : X’ — X in S such
that fs = gs, then there exists a morphism ¢ : Y — Y’ in S such that tf = tg.

We would like to define the category of left fractions (C[S™!]) as the category whose
class of objects is the class of objects of C and the morphisms are the equivalence class
of fractions. So, in order to do that, we need first to define fractions.

Given objects X,Y € (C[S™1])o, we call
{(s,)ls: X > X' €S, f: X =Y}

a set of left fractions from X to Y. Two left fractions (s, f) and (¢,¢g) from X to
Y are called equivalent left fractions if there exists morphisms r and h making the
following diagram commutative

X///
/ l"
X/ X//
g
S t f
X Y

in such a way that sr € S.

LEMMA 2.1. (a) The equivalence of left fractions is an equivalence relation.
(b) The equivalence of right fractions is an equivalence relation.

Proof: Since (b) can be obtained dually, we will only prove (a). We need to verify that
the relation is transitive. The other properties are quite simple. Let (s, f), (¢,g) and
(u, h) three left fractions.
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NN N

Suppose (s, f) equivalent to (¢, g) and (¢, g) equivalent to (u, h). Thus, there exists
morphisms p, g and r, v such that

P
/ !
F G
S g
3 f
M N
and
/ |
G H
t h
u g
M N

are commutative diagrams and sp € S and tr € S.
Consider now the morphisms

Q@
P—=G
where r € S. According to (LF2), there exists morphisms v and 3, with 5 € S, such
that the following diagram is commutative:

R—

O

B

r

<_

P q

Q

Since sp € S, then spf € S and
s(pB) = (tq)B = t(ry) = (wv)7.
Also
f(B) = (99)B = g(rv) = h(vy).
Thus pf and vy give us the equivalence between the left fractions (s, f) and (u, h).
[l

DEFINITION 2.3. Let C be a category and let S be a set of morphisms in C that
admits left fractions. We call C[S™!] class of left fractions:
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(a) Obj (C[S™Y]) = Obj C.

(b) Given objects X, Y in C, the set of morphisms from X to Y coincides with the
equivalence classes of left fractions.

(c) Composition: Let (s, f) : X — Y and (¢,9) : Y — Z be two classes of left
fractions with s : X’ — X and ¢t : Y/ — Y € S. By applying (LF2) to

x' Ly Y”, there exist a left fraction X' < U 2 ¥ such that fu=th. So
we define

(,9) o (s, f) = (su, gh).

In the same way we can define the class of right fractions that will be denoted by

s

EXERCISE: 14. The composition in the definition above determines the left fraction
(su,gh), which depends on a choice of U,u and h. Prove that its equivalence class is
independent of these choices.

LEMMA 2.2. The composition of equivalence classes of left fractions is associative.
Proof: Exercise. U

LEMMA 2.3. Giving the objects of an additive category A and considering the equiv-
alence classes of left fractions as morphisms, we can obtain a category A[S™Y], that will
be called the category of left fractions.

EXERCISE: 15. Given a left fraction (s, f)

X/
\/ x
X Y

applying RF'2, suppose that we can complete the diagrams in the following ways:

X —Y

and
X —Y
[l
X/ g Y

Prove that (t,g) and (t',q’) are equivalent right fractions.

THEOREM 2.4. Let C be a category and let S be a set of morphisms in C that admits
left and right fractions. Then there exists an isomorphism of categories C[S™'] ~ [S~]C.

Proof: Exercise.
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THEOREM 2.5. Let A be an additive category and let Q : A — A[S™1] be the appli-
cation which is the identity on the objects and associates a morphism X Ly to the left

fraction (1x, f)
/ X\
1x f
X Y

Then this application defines a functor and we can see in this way A as a full subcategory
of A[S™Y], since this functor is fully faithfull.

Proof : Exercise.
Given two equivalent left fractions (s, f) and (¢,g) from X to Y, then there exists
morphisms 7 and A making the following diagram commutative

X///
/ lh
X/ X//
g
S t f
X Y

in such a way that sr € S. So Q(sr) = Q(s)Q(r). Since Q(s) is an isomorphism, so is
Q(r). Similarly Q(h) is an isomorphism. So

QUNQs)™ = Q(NHAMQ(r)'Q(s)™ =
Q(fr)Q(sr)™ = Q(gh)Q(th)™! =
Qg)QMQMM) Q)™ = Q(g)Q(t)™

and this shows that these morphisms are equal in the category C[S™1].
EXERCISE: 16. Prove the previous theorem.

THEOREM 2.6. Let F' : A — B be a functor such that F(s) is an isomorphism for
any s € S. Then there exists a unique functor G : A[S™'| — B such that GoQ = F.

EXERCISE: 17. Prove the previous theorem.

2.2. Localization of an additive category. Assuming that A is an additive
category and S is a class of morphisms that admits left fractions and right fractions, we
call fractions the morphism in the localized category.

In this case, for example, the axiom (LF'3) can be replaced by the property: let
f+ M — N be a morphism. Then there exists s € S such that sf = 0 if and only if
there exists ¢t € S such that ft = 0. Actually, since Hom4(M, N) is an abelian group,
then sf = sg is equivalent to s(f — g) = 0 and ft = gt is equivalent to (f — g)t = 0.

Another important aspect about the sum of fractions is that, given a finite family
of left fractions, that is, a family of class of fractions, we can choose another family of
fractions with the same denominator to replace it. We discuss this property in the next
lemma.
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LEMMA 2.7. Let

L;
N
M N

be left fractions representing morphisms p; : M — N for all 1 <i <n in A[S™]. Then
there exists an object L in A, s € S and morphisms g; : L — N in A such that the left

fractions
L
SN
M N

represent w; for all 1 <1 <mn.

Proof : If n = 1, there is nothing to prove. Assume that n > 1 and that there exists
k,t € S and morphisms h;, 1 <7 <n — 1, such that

M/ Y‘N

represents ; for 1 <¢ <n — 1. By LF2, there exists a commutative diagram

/

U—-1L,
Ky M

where u € S and tu = s,u’ € S. Then the diagram

K U
t hiu
/ tu h; \
M

N

1y

—C

shows that the left fraction

N

M N

represents ;, 1 <1 < n — 1, and the diagram
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U
o
L, U
Sn fnu/
tu fo
M N
shows that the left fraction
U
y Yju’
M N

represents ,,. U

Let ¢ and ¥ be the following morphisms
L
N
M N

L
N
M N
in Hom gs—1(M, N). Then is possible to prove that the morphism
L
/ \fjrg
M N

depends only on ¢, ¥, that is, it is dependent of the choice of L, s, f and g.

So, we can give a structure of abelian group to the set Homs-11(M, N) with the
operation defined above.

We denote the zero morphism in Hom sg-11(M, N) by 0. It is represented by the left

fraction
M
Icy \04
M N

Ifs: L - M €S, then we have the following commutative diagram

and

Therefore
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M L
N, N
M N M N
are equivalent fractions.

We would like to emphasize that if M, N and P are three objects in A, since the
addition in Hom4(X,Y) is associative for all X,Y € A, then the binary operation on
Hom ag-11(M, N) is also associative, Hom s-1(M, N) is an abelian group and then the
composition of morphisms

HomA[Sfl](M, N) X HomA[Sfl](N, P) — HomA[Sfl](M, P)
is biadditive.

LEMMA 2.8. Considering A as a full subcategory of A[S™!], the zero object in A[S™!]
is the zero object of A.

Proof : Consider a zero endomorphism in A[S™!]

SN

Then we have the commutative diagram

M
VL
M 0
s Ido
Idy 0
0 0

So the left fraction

SN
O/O\O

This fraction also represents the zero morphism. Therefore, the only zero endomorphism

is the zero morphism.
Let

can be represented by

O/Ll\N
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be a morphism of 0 to N and suppose that there exists another morphism from 0 to N:

O/L2\N

The diagram

/ 0
Ly Ly
s g
t f
0 N

shows us that su = tv = 15 € S ( where 1 is the identity of the zero object) and fu = gv.
Therefore these two morphisms are equal and so there exists exactly one morphism from
0 to N. We leave to the reader the proof that there is only one morphism from M to 0. [J

If M, N € A[S7!], then there exists a coproduct of M and N in A[S7!]. Tt is
possible to prove that A[S™!] becomes an additive category.

We also can prove that the functor @ : A — A[S™!] is additive. Indeed, let f, g :
M — N be morphisms in .A. Then the morphisms Q(f), Q(g) € A[S™!] are represented

by the left fractions
M
Id]\/[/ X
M N

M and
Idﬂ/ x
M N

Hence, Q(f) + Q(g) is represented by

M
Idj\// \f:rg
M N

thus Q(f +g) = Q(f) + Q(9)-

So, if A is an additive category, then A[S™!] is an additive category and the quotient
functor Q : A — A[S™!] is additive.

Many properties about the localizing category are pointed in the next theorem. One
of them is that Q(s) is an isomorphism in this category. That means that Q(s) = (1, s)
is invertible in the localizing category. It is easy to verify that (s, 1) is the inverse of

(1,s).

EXERCISE: 18. Let s,t € S be morphisms and (s,t) a fraction. Prove the following
properties:
(a) (s,1) 0 (1,t) = (s,1)
(b) (s, t) o (t,s) = (s, )
(c) (t,s) 0 (s,t) = (t,1)
(d) Prove that for t and s € A, (s, s) and (t,t) are the identity in A[S™"].
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THEOREM 2.9. Let A be an additive category and let S be a class of left fractions.
Then A[S7Y] is an additive category, unique up to isomorphism, and the functor Q :
A — A[S™Y] is an additive functor such that:

(a) Q(s) is an isomorphism for all s € S;

(b) if B is an additive category and F : A — B is an additive functor such that F(s) is an
isomorphism for all s € S, then there exists an unique additive functor G : A[S™1] — B
such that F = G o ), that is, making the following diagram commutative

A——B

We start now a discussion about an important aspect of morphisms in the localized
category. We usually have some difficulties to verify when a morphism in this type of
category is a zero morphism or not. So the next lemma will shed some light on these
characteristics. We have an equivalence that can help us identify these morphisms.

PROPOSITION 2.10. Let ¢ : M — N be a morphism in A[S™] represented by a left
fraction (s, f). Then the following conditions are equivalent:

(a) o =0
(b) There exists t € S such that ft =0
(¢) There exists t € S such that tf = 0.

Proof : We first prove that (a) implies (b). Let Q : A — A[S™!] be the additive
functor which comes from localization. We are supposing that ¢ = 0, hence

Q(f) o Q(s)" =

= L

LVL\IN M/L\L M/ \N

Therefore, from Q(f) o Q(s)™! = ¢ =0, we have Q(f) = 0 and so
Q(f) = L
VN
L N
represents the zero morphism in Homys-)(L, N) and the zero morphism from L to N

is represented by
L
IdL/ \
L N

Hence, these two left fractions are equivalent, that is, there exists w, v : U — L in A
such that v =u € S and fu = 0.
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U
L L
1 N
17, f
L N

Now we prove that (b) implies (a). We are supposing that there exists u : U — L in
S such that fu = 0. Then Q(f)Q(u) = 0. Hence Q(f) = 0. Therefore,

= L
N
L N
Il

This last result allows us to say that if f : M — N is a morphism in A, then we
have that the statement Q(f) = 0 is equivalent to tf = 0, for some t € S, which is also
equivalent to ft = 0, for some t € S.

In the next result, we have another consequence of the previous proposition. This
curious consequence comes from the following reasons. We know that the localizing
functor Q : A — A[S™'] maps each object M € A to M € A[S™!]. So, if we say
that Q(M) = 0, then immediately we want say that M = 0 in the category A. But
this obvious mistake is due to our tendency to forget that the definition of zero object
depends on the set of morphisms in the category (an object 0 is zero if for each object
in this category, there exists only one morphism from this object to zero and only one
morphism from 0 to this object). So, the aim of the next result is to present the necessary
and sufficient conditions to an object in A to be zero in A[S™!].

@ = Qf)Q(s)™ =0

PROPOSITION 2.11. Let X be an object in A. Then the following statements are
equivalent:
(a) Q(X) =0;
(b) There exists an object Y € A such that the zero morphism in Homa(Y, X) is
in S;
(¢c) There exists an object Y € A such that the zero morphism in Homa(X,Y) is
in S.

Proof : Suppose that Q(X) = 0. We know that Q(X) = X. Then X = 0 means
that X is the zero object in A[S™!], that is, every morphism Y — X or X — Y in A[S™]
is zero. So, in particular, the identity in A[S™!] from X to X is the zero morphism,

that is, the morphism
X
N
X X
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X
>N,
X X
Therefore, there exists U € A and v : U — X in S such that v = 0 and the following
diagram is commutative

is equivalent to

U
X X
1x 0
1x 1x
X X

Now, supposing that there exists u : U — X in S a zero morphism, we have to prove
that there exists only one morphism in Hom 4s-1(X,Y) and Homs-1(Y, X), for each

Y € A. Let
L
N
X Y

be a morphism in Hom4s-1(X,Y). We have u = uoly € S and since u = 0, uoly = 500
and f o0 = 0o 1y, we obtain the following commutative diagram

U

s
XMY

So we have proved that any given morphism (s, f) in Homg-1(X,Y) is the zero mor-
phism.

We leave to the reader the proof that there exists only one morphism in
HomA[Sfl](Y,X).

EXERCISE: 19. Let f: X — Y be a morphism in A. Prove that Q(f) is a monomor-
phism (epimorphism) if f is a monomorphism (epimorphism). Observe that the former
observations shows that the reverse implication is, in general, false.






CHAPTER 3

Derived Category

Let A be an abelian category and let K*(.A) be the corresponding homotopy category
of complexes with the triangulated structure. A morphism f® : X* — Y* in C*(A) is
called a quasi-isomorphism if H?(f) : H?(X*®) — HP(Y®) are isomorphisms for all p € Z,
where H? is the cohomology defined in (4).

EXERCISE: 20. Let f*: X®* — Y* be a quasi-isomorphism and let g* : X* — Y*® be
homotopic to f*. Prove that g* is also a quasi-isomorphism.

By abuse of language we say that a morphism in K*(A) is a quasi-isomorphism if all
of its representatives are quasi-isomorphism.

EXAMPLE 0.1. Let X € ModR and let
e PP Pt PY s X 0

be a projective resolution of X. Then the 0-complex with X concentrated in degree zero
and the complex

e PP Pt PP 50— -0
are quasi-isomorphic. A similar statement holds if we take injective resolutions of X.

Let S be the class of all quasi-isomorphisms in K£*(A). An object X* € K*(A) is
called acyclic if H?(X*) =0 for all p € Z.

EXERCISE: 21. Let f*: X* — Y® be a morphism in K*(A). Prove that the following
conditions are equivalent:
(i) The morphism f* is a quasi-isomorphism.
(ii) The cone of f* is acyclic.
DEFINITION 0.1. Let C be a triangulated category. A class of morphisms S that
admits left and right fractions is compatible with triangulation if it satisfies
(i) For any morphism s € S, T's € S.
(ii) Given a diagram
X Y Z TX
L [r
X' Y’ A4 TX'
where the rows are exact triangles and the first square is commutative, and s,t € S,
then it can be completed to a morphism of triangles

X Y A TX

P

X' Y’ zZ' TX'

where u € S.
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PROPOSITION 0.1. The class S of all quasi-isomorphism in K*(A) is a class of
morphisms that admits left and right fractions and is compatible with the tringulation.

In general, if C is a triangulated category and S is a localizing class in C compatible
with the triangulation, then the category C[S™!] is triangulated and the natural functor
Q : C — C[S7!] is an exact functor.

DEFINITION 0.2. Let A be an abelian category, C*(A) the corresponding category
of complexes and K*(A) the homotopic category of complexes which is a triangulated
category. Let S be the class of quasi-isomorphism in I*(A). We know that S is a
localizing class compatible with the triangulation of K*(A). The localization of the
category K*(A) with respect to the class S of all quasi-isomorphisms will be denoted by
D*(A) and will be called derived category of A.

Now we have a concrete example of a class of morphisms that admits right and left
fractions, that is, the set of quasi-isomorphism. We know that this class of morphisms is
compatible with the triangulation. So, we can use this class of morphisms to illustrate
the Proposition (2.10) with an example.

ExaMPLE 0.2. Let X,Y € A and X[0] the 0-complex and Y[i] the complex with
cohomology zero for j # ¢ and cohomology Y in i. Let

K
2N
X|[0] Yi]

be a morphism in Hompe4)(X,Y[i]) with s* a quasi-isomorphism. So, since X[0] is a
0-complex, with cohomology zero except in degree zero, then K*® has cohomology zero,
except in degree zero, whose cohomology is HY(K*®) = X.

Now, consider the following morphism of complexes ¢* : L* — K*® with L°® defined
in the first row of the following diagram

. i—3 . i—2 .
K3 L5 K2 T Ker dil s 0

[ R

K3 A0 qeic2 A7 g1 AT g

It is a quasi-isomorphism if 7 # 0. If 7 < 0, the composition below

K-8 L g2 4 e it 0 0
[ R A J
Ki—3 470 iz AT geicn AT g KO

Ll

0 0 0 0 X




1. THE BEHAVIOR OF THE CATEGORY A INSIDE THE DERIVED CATEGORY D(A) 51

e 5 e & Y'[i] is zero and since i < 0, t* is a quasi-isomorphism. Therefore, by
Proposition (2.10), the fraction

is zero if 7 < 0.

THEOREM 0.2. Let C and D be two triangulated categories and F : C — D an exact
functor. Let S be a localizing class in C compatible with the triangulation such that

s € S implies that F(s) is an isomorphism in D. Then there exists a unique functor
Fs:C[S7'] — D such that F = Fs o Q and the functor Fs is ezact.

EXAMPLE 0.3. The first ideas about the structure of the derived category can be
obtained from the following construction. Let C(A) be the category of complexes in
A. And Cy(A) is the category where all its differentials are zero (cyclic complexes)
(C(A)g € C(A)). This category is isomorphic to the category

[T Al
where A[n] is the n-th copy of A.
We would like to give a relation between this category and the derived category in
the case of A is a semisimple category. First we define a functor

F:C(A) = Co(A).

We use now the following notation (X*,d®) to a complex X*® with the respective differen-
tial d*. Then F((X*,d*)) = (H"(X*,d*),0) is a cyclic complex and F(f : (X*,d%.) —
(Y*,dy.)) = (H*(f),0). Since the functor F' transforms quasi-isomorphism in isomor-
phism, it can be factors through D(A). So we have for any category A a functor
G : D(A) — Co(A). If A is a semisimple abelian category, then this functor is an
equivalence of categories. The proof can be read in the book Methods of Homological
Algebra -S.I. Gelfand and Y.I. Manin ([10]).

Another reasonable functor to define between A and D(A) is a functor that maps
objects of A in stalk complex at zero, ie, complex concentrated in degree zero. This
simple functor gives us a kind of embedding of A in D(.A). The comprehension of this
embedding sheds light on the structure of the derived category.

1. The behavior of the category A inside the derived category D(A)

A complex X* will be called a H’-complex if H"(X*) = 0 for n # 0. This notion
is a generalization of the notion of 0-complex.

We have seen that the functor K : A — K*(A) defined by K(X) = X°*, where X*
is the 0-complex, and morphisms of complexes are associated to their homotopy classes
is a full and faithful functor. Considering @ : K*(A) — D(A) the localizing functor
defined in (2.9), we would like to prove that the functor @ o K gives us an equivalence
between A and the full subcategory of D(A) given by H°-complex.
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THEOREM 1.1. Let A be an abelian category. The functor Qo K : A — D(A) yields
an equivalence of the category A and the full subcategory of D(A) formed by H°-complezx.

Proof : The equivalence is given by @) o K and the functor
HY:D*(A) — A
defined by H(X*®) = Kerd%./Im dy. and if (s, f) : X* — Y* is a fraction, then
H()(S.,f.) — HO(fo) o HO(S')_I.
First we need to prove that H o Qo K ~ 1 and Q o K o H° ~ 1 on the objects. For
this purpose, let X € A. Then

H(Qo K(X)) = H°(X*),
where X* is the O-complex defined by the object X € A. Therefore
H(Qo K(X)) = X.
Let Z* be a H°-complex. We would like to prove that
QoKoHZ%) ~2Z".

We know that Qo K o H(Z*) is the 0-complex with the homology H°(Z*) concentrated
in the degree zero. So, we have to prove that this 0-complex is isomorphic to the
H°-complex Z* in the derived category. Let V*® be the complex

d*i

Z Z1 Kerdye —— 0 — -+

with the differential induced by the differentials of Z°®. Then we have a quasi-isomorphism
ve s ze

Z-1 Kerdye —— 00— -
[C
de
z1 2 70 Z1

and the quasi-isomorphism V'* N Qo KoHYZ)

Z1 Kerdye —— 00— -+
ok
0 HY(Z®) ——"—— -

where Q o K o H°(Z*) is the 0-complex with the homology HY(Z*®) concentrated in the
degree zero and p : Kerdy. — Kerd%./Im d,: is the natural projection. Thus we have
a morphism in D*(A) given by the fraction

N

H(Z*)

By exercise (18), we have that this last morphism is an isomorphism in D*(A).
Now we would like to prove that the morphism
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@ : Homa(X,Y) = Hompe4)(Q o K(X),Q o K(Y))

is an isomorphism. Considering f : X — Y a morphism in A, then Qo K (f) = Q(f*),
where f*: X* — Y* is a morphism from the O-complex X* to the 0-complex Y* defined
in the degree zero by f. The morphism Q(f*) is the fraction (1xe, f*)

X
17 Y‘
X* Y*

Thus H°(Q o K(f)) = H%(1xe, f*) = H°(f*) o H(1x.)"'. In this case H°(f*) = f
because f* is the morphism induced by f on 0-complexes. Analogously, H%(1xe) = 1y.
Therefore

HY Qo K(f)) = .
Then ¢ is injective. Now, to prove the surjectivity we take ® : Q o K(X) —
Qo K(Y') a morphism in D*(A), where Qo K(X) and Q o K(Y') are 0-complexes with X
concentrated in degreee zero and Y concentrated in degree zero respectively. So ® can

be represented by the fraction: A where X*® and Y* are O-complexes
N
X Y*

with X and Y concentrated in degree zero respectively. Since s® is a quasi-isomorphism
so Z* is an H’-complex and H°(Z*) ~ X.
Consider the following morphism in A:
0 s® -1 O( re
6. x T go(ze) Yy,

So, we would like to prove that @ o K(¢) = ®. We know that Q o K(¢) = Q(¢°)
where ¢° = ¢ and ¢ = 0 for i # 0 and Q(¢*) is the fraction

SN,

where each complex X*® Y* are 0-complex with X and Y concentrated in degree zero
respectively. To prove that @ o K(¢) and ® are equal, we have to prove that both
fractions are in the same equivalent class. We must construct the commutative diagram

Zk
P23

such that s® o r® is a quasi-isomorphism.
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Let V* the following complex:
dye Z
e 272 B 77 B Ker dye — 0 — -

Therefore, we can define the quasi-isomorphism r®: V* — Z*:

dge 1z 0
Z~ Kerdye —— 0 ——---

b b [, ]
72 d;f 71 d; 70 dze A

and the morphism A®: V* — X*:
e ]

A
0 0 X 0

-2
where p : Ker d%. — HY(Z*) is the natural projection. Therefore s®or® = 1° o h® since
if z € Ker d%., then s° or%(z) = s°(x) and H(s*)(p(x)) = H(s*)(T) = s°(x).

Now we would like to prove that ¢®* o h®* = f® o r®. We need only to prove in degree
zero. So, ¢° o h? = ¢ o HO(s*)op = o H(s*) op = H(f*) o H’(s*) Lo H(s*) op =
HO(f*)op = HO(f*). And is easy to see that f0or® = HO(f*).

Therefore, the fractions (s®, f*) and (1°, ¢®) are equivalent and this allows us to say
that Q o K(¢) = ®. O

d=2 d=1
ze _ ze
Z1 Kerdye ——0——---

2. The connection between Extensions and Fractions

In this section we denote to the composition of the translation functor T by [i]. So,
the object T(X) will be denoted by the notation X[i] and a morphism T°(f) by f[i].

Let X,Y € A. We would like to present a close connection between the morphisms
Hompe(4)(X,Yi]) in the derived category and the extensions Ext'(X,Y), that is, the
set of exact sequences

E05Y 5K 5. KOS X 5o
in A module the usual equivalence relation. We would like to define a map
Ext'(X,Y) — Hompea)(X,Y[i]).

So we take the extension £ and we map this extension to a fraction that will be con-
structed now.
Let K* the following complex:

3 0=2Y s K 5 5 KO 5050

and let s* : K* — X]0] the following quasi-isomorphism

Yy K K K° 0

| Lol ]

0 0 0 X 0
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and let f*: K* — Y[i] the following morphism of complexes:

Y s K KT LK
b Lol
Y 0 e 0 0 0

Therefore with £ we can associate the following fraction on D*(A):

o
>N
X10] Y[i]

We have seen that if i < 0, then the morphisms in Hompe4)(X,Y[i]) are zero mor-
phisms (Example (0.2)). If i > 0, is possible to map each fraction in Hommpe 4)(X, Y[i])
to an extension in Ext'(X,Y). These computation can be found on page 167 in the
book ”Methods of Homological Algebra”, by S. I. Gelfand and Y. I. Manin ([10]).

2.1. Exact Sequence of Complexes and Triangles. Now we would like to ex-
plain the remark that a short exact sequence in C*(A) induces an exact triangle in D*(.A)
but not necessarily in K£*(.A) (See ” Triangulated Categories: Definitions, Properties and
Examples - Thorsten Holm and Peter J¢rgensen ([13]).

Let f*: X* — Y* be a morphism of complex in C*(A) . The mapping cylinder of
f* is the complex Cyl(f) such that

and

Aty (@, 7', y) = (der — 2, —dita ) i 4 ).
EXERCISE: 22. Check that Cyl(f) is indeed a complez, that is,

n—1 m o
Aoyis) © Aoy = 0-

Consider the following morphism of complexes
L X — Cyl(f)
given by " = (1x=,0,0) and
m: Cyl(f) — C}
given by

o 0 1Xn+1 O
n = [0 0 1yn}

These maps indeed commute with the differentials and we have a short exact se-
quence in C(A)

0— X* = Cyl(f) > C3 =0
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PROPOSITION 2.1. Let f*: X* — Y* be a morphism of complexes. Then there are
morphisms of complezes o : Y* — Cyl(f) with ¢™ = (0,0, 1yn) and 7 : Cyl(f) — Y*
with ™ = (f™,0, 1yn) such that the following holds:

(i) The following diagram with exact rows is commutative in the category C*(A) of
complexes

tf bf

0 y* Oy - TX*——0
P
0—— X* —— Cyl(f) — C} 0

Lol
X*—Y*
(1)) T oo = lye and o o T is homotopic to the identity 1oyyy), e, Y* and Cyl(f) are

isomorphic in the homotopy category, and hence also in the derived category D*(A).
(#ii) o and T are quasi-isomorphism.

COROLLARY 2.2. Given any short exact sequence 0 — X* By Sz 5 0in C(A)
there exists a corresponding exact triangle D*(A) of the form

x* Lyes 7o s rxe

Proof : Consider the following diagram of exact sequences in the row

0— X*—= Cyl(f*) — Cy ——0

U |

0— X —L sy sz 0
It is possible to define v by 7,(z,y) = ¢,(y) and check that this is a morphism of
complexes. Since 1 and 7 are quasi-isomorphism, using the long exact sequence of
cohomology, it is possible to prove that v is a quasi-isomorphism. So, we have the

following isomorphism of triangles in the derived category

xe Ly Lo 2
s g AN
xe Ly L 2o e

but not necessarily in the homotopy category. Il



CHAPTER 4

Hereditary Categories

If a category is hereditary then its derived category can be easily described. Therefore
we finish these notes describing the derived category of a hereditary category.

Hereditary categories are important examples for many phenomena in the Repre-
sentation Theory. For instance, in the context of the Representation Theory we can
use Auslander-Reiten Theory to present the structure of some hereditary categories, for
example module category over an hereditary algebra, or the category of coherent sheaves
on a weighted projective line, introduced by W. Geigle and H. Lenzing in ” A class of
weighted projective lines arising in representation theory of finite dimensional algebras”
([9]). This kind of presentation uses Auslander-Reiten quiver, whose presentation illus-
trate very well some concepts of representation finite, tame and wild algebras and the
concepts of wild, tame tubular, tame domestic coherent sheaves.

An investigation of the class of algebras that are derived equivalent to an heredi-
tary category can be found in “The Strong Global Dimension of Piecewise Hereditary
Algebras”, by E. R. Alvares, P. Le Meur and E. N. Marcos ([1]).

1. Derived Category of an Hereditary Category

Let H be a small, abelian and connected k-category, where k is a field. We are
supposing that Ext'(X,Y) is finite dimensional over k for every i € Z. The category H
is called hereditary if Ext?*(—, —) = 0.

If k is an algebraically closed field and the hereditary category H has a tilting object,
then Happel’s theorem (“A characterization of hereditary categories with tilting object”,
by D. Happel [12] and “Um estudo sobre categorias hereditarias com objeto inclinante”
- C. Schmidt [19]) states that, up to derived equivalence, there are only two standard
types of hereditary category: one of them is mod H of finite dimensional modules over
a finite dimensional hereditary k-algebra H, and the other one is the category CohX
of coherent sheaves on a weighted projective line X. We suggest the book "Handbook
of Tilting Theory”, edited by L. Angeleri Hugel, D. Happel and H. Krause [2]. In this
book there is a good compendium of hereditary categories, written by Helmut Lenzing.

We would like to show that if H is hereditary, then D?(H) is the additive closure of
the disjoint union

\/ #lil

i€z
where each H[n| is a copy of H with objects X [n], X € H is a complex with cohomology
concentrated in degree n. In this case, morphisms are determined by
Hompo ) (X [m],Y[n]) = Exty, ™(X,Y), and the composition is given by Yoneda com-

position of Ezt. The notation \/ H[i] indicates that there are no non-zero morphisms
i€z
backwards, that is, from H[n] to H[m] for n > m. We would like to prove the following:
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THEOREM 1.1. Let H be an abelian category. Then D°(H) ~ \/ Hl[i]

i€z

Proof : It is easy to see that \/ H[i] is a full subcategory of the bounded derived
i€z,

category D°(H). Each object X in the full subcategory \/ H[i] has the shape X =

i€Z
@nezXn[n], where X,, € H and only finitely many X, are non-zero. Let X*® be a
complex in C(H) with X* = 0 for degree i > n

n—1d" " vn

o= X - X"=0—=--
Denoting B* = Im d*~ ! and Z' = Ker d’, we have the following exact sequences

0= "L X" gnx*) =0

0— 2" % X1 5 B =0
where f and b are the canonical inclusion maps, h is the projection and c is induced
by d*~!. Since H is an hereditary category, this latter exact sequence gives us the
epimorphism

Ext'(H"(X*), X" ') = Ext'(H"(X*), B") — 0.
The diagram below shows better the relation between the morphisms involved in

this computation.

0 0
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with exact sequences in each rows and columns. So we have the following quasi-
isomorphism U® % X*, where U® is the first complex in the diagram below

n—3 n-2 © a)! n—1 n-1 (¢0) <n
— X" X" — X"l — X ——0

T
X3 dn=3 X2 dn—2 X1 dn! X" 0

Consider now V'*® to be the following complex

S G G R A
We also have the quasi-isomorphism U® — V* @& H"(X*)[n]:

. X n—3 X n—2 (0 a) X n—1 D zn—1 7 0

b

Xn3d Xn2 an H"(X

(e 0)

Therefore we have an isomorphism in the derived category

/\

Vea H(X*)[n

We can apply again this procedure to obtain the result. [l
In the picture below we have an idea of the structure of the derived category of an
abelian hereditary category:

i







1]
2]

Bibliography

AwvAres, E. R., LE MEUR, P., AND MARCOS, E. N. The strong global dimension of piecewise
hereditary algebras. J. Algebra 481 (2017), 36-67.

ANGELERI HUGEL, L., HAPPEL, D., AND KRAUSE, H., Eds. Handbook of tilting theory, vol. 332 of
London Mathematical Society Lecture Note Series. Cambridge University Press, Cambridge, 2007.
ARTIN, M. Noncommutative rings. http://www-math.mit.edu/ etingof/artinnotes.pdf (1999).
BALMER, P. Triangulated categories with several triangulations.
www.math.ucla.edu/ balmer/research/Pubfile/ TriangulationsS.ps.

B.J.PARSHALL, AND ScorTT, L. Derived categories, quasi-hereditary algebras and algebraic
groups. http://pi.math.virginia.edu/ lls2l/Ottawa.pdf .

DELBECQUE, Y. Les catégories Dérivées. http://yannick.delbecque.org/publications.

FIDELIS, M. R. Teorema de morita para categoria derivada.
http://locus.ufv.br/handle/123456789/4923 (2013).

GABRIEL, P., AND Z1SMAN, M. Calculus of fractions and homotopy theory. Ergebnisse der Math-
ematik und ihrer Grenzgebiete, Band 35. Springer-Verlag New York, Inc., New York, 1967.
GEIGLE, W., AND LENZING, H. A class of weighted projective curves arising in representation
theory of finite-dimensional algebras. In Singularities, representations of algebras, and vector bun-
dles (Lambrecht, 1985) (1987), vol. 1273 of Lecture Notes in Mathematics, Springer-Verlag, Berlin,
pp. 265-297.

GELFAND, S. I., AND MANIN, Y. I. Methods of homological algebra, second ed. Springer Mono-
graphs in Mathematics. Springer-Verlag, Berlin, 2003.

HapPEL, D. Triangulated categories in the representation theory of finite-dimensional algebras,
vol. 119 of London Mathematical Society Lecture Note Series. Cambridge University Press, Cam-
bridge, 1988.

HapPEL, D. A characterisation of hereditary categories with tilting object. Invent. Math. 14/
(2001), 381-398.

HowLwMm, T., AND JGRGENSEN, P. Triangulated categories: definitions, properties, and examples. In
Triangulated categories, vol. 375 of London Math. Soc. Lecture Note Ser. Cambridge Univ. Press,
Cambridge, 2010, pp. 1-51.

HUYBRECHTS, D. Fourier-Mukai transforms in algebraic geometry. Oxford Mathematical Mono-
graphs. The Clarendon Press, Oxford University Press, Oxford, 2006.

KASHIWARA, M., AND SCHAPIRA, P. Sheaves on manifolds, vol. 292 of Grundlehren der Math-
ematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag,
Berlin, 1994. With a chapter in French by Christian Houzel, Corrected reprint of the 1990 original.
KONIG, S., AND ZIMMERMANN, A. Derived equivalences for group rings, vol. 1685 of Lecture Notes
in Mathematics. Springer-Verlag, Berlin, 1998. With contributions by Bernhard Keller, Markus
Linckelmann, Jeremy Rickard and Raphaél Rouquier.

KRAUSE, H. Derived categories, resolutions, and Brown representability. In Interactions between
homotopy theory and algebra, vol. 436 of Contemp. Math. Amer. Math. Soc., Providence, RI, 2007,
pp. 101-139.

MiLicic, D. Lectures on derived categories.  http://www.math.utah.edu/  mili-
cic/Eprints/dercat.pdf .
ScuMmipT, C. Um estudo sobre categorias hereditarias com objeto inclinante.

http:/ /www.mat.ufpr.br/ppgma/dissertacoes.

61



BIBLIOGRAPHY

VARGAS, V. Elementos  de  algebra  homoldgica en  categorias abelianas
y el teorema de inmersién en la categoria de grupos abelianos.
hitp://www.matem.unam.mz/omendoza/tesis/ TesisLic Valente.pdf .

VERDIER, J.-L. Des catégories dérivées des catégories abéliennes. Astérisque, 239 (1996), xii+253
pp. (1997). With a preface by Luc Illusie, Edited and with a note by Georges Maltsiniotis.
WEIBEL, C. A. An introduction to homological algebra, vol. 38 of Cambridge Studies in Advanced
Mathematics. Cambridge University Press, Cambridge, 1994.

YEKUTIELI, A. A course on derived categories. http://arziv.org/abs/1206.6632 (2012).



	Introduction
	Chapter 1. Triangulated Categories
	1. Additive Category
	2. Triangulated Category
	3. Abelian Category
	4. Pre-triangulated structure on the Homotopic Category of Complexes
	5. Octahedral Axiom

	Chapter 2. Localization
	1. Ore Set
	2. Localization of Categories

	Chapter 3. Derived Category
	1. The behavior of the category A inside the derived category D(A)
	2. The connection between Extensions and Fractions

	Chapter 4. Hereditary Categories
	1. Derived Category of an Hereditary Category

	Bibliography

